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Abstract. Stress and depression have emerged as prevalent challenges
in contemporary society, deeply intertwined with the complexities of
modern life. This paper delves into the multifaceted nature of these
phenomena, exploring their intricate relationship with various socio-
cultural, technological, and environmental factors through the appli-
cation of neurosymbolic AI to social media content. Through a quan-
titative and qualitative analysis of results, we elucidate the profound
impact of technological advancements on information processing, work
culture, and social dynamics, highlighting the role of digital connectivity
in exacerbating stressors. Economic pressures and social isolation further
compound these challenges, contributing to a pervasive sense of unease
and disconnection. Environmental stressors, including climate change,
add another layer of complexity, fostering existential concerns about the
future. Moreover, the persistent stigma surrounding mental health per-
petuates a cycle of silence and suffering, hindering access to support
and resources. Addressing these issues necessitates a holistic approach,
encompassing societal changes, policy interventions, and individual cop-
ing strategies.

Keywords: Stress detection · Depression Detection · Artificial
Intelligence · Natural Language Processing · Affective Computing

1 Introduction

In the contemporary world, stress and depression have become pervasive issues,
intricately woven into the fabric of modern life. One of the primary culprits is the
rapid advancement of technology. While it has undeniably enhanced convenience
and connectivity, it has also ushered in a relentless cycle of information overload.
We find ourselves inundated with constant streams of data, struggling to sift
through the endless notifications and updates bombarding our digital existence.
This constant barrage can lead to feelings of overwhelm, anxiety, and a pervasive
sense of being constantly “on”.
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The modern workplace culture exacerbates these pressures. Fueled by a
relentless pursuit of productivity, many individuals find themselves caught in
a ceaseless cycle of long hours and mounting expectations. The pressure to per-
form, coupled with the looming specter of job insecurity, fosters an environment
ripe for stress and burnout. Economic pressures further compound these chal-
lenges. With living costs on the rise and economic uncertainty looming large,
many individuals find themselves grappling with the weight of financial strain.
The struggle to make ends meet adds another layer of stress, exacerbating feel-
ings of anxiety and hopelessness. Yet, perhaps one of the most insidious aspects
of the modern era is the pervasive sense of social isolation. Despite the veneer of
connectivity offered by social media, many individuals find themselves grappling
with profound feelings of loneliness. The digital age has paradoxically alienated
us from genuine human connection, leaving us longing for meaningful relation-
ships amidst a sea of superficial interactions.

Additionally, environmental factors such as pollution and climate change cast
a looming shadow over our collective psyche, fostering a sense of existential
dread about the future. Coupled with the relentless pressure to measure up to
curated versions of perfection portrayed on social media, many individuals find
themselves mired in a cycle of comparison and self-doubt. Compounding these
challenges is the persistent stigma surrounding mental health. Despite growing
awareness, discussions about mental illness are often shrouded in silence and
shame. This pervasive stigma can act as a barrier to seeking help, perpetuating
a cycle of suffering in silence.

In the context of computer science, early works have used linguistic analysis
to detect signs of depression from text. These had two main drawbacks: they
were not very accurate and they only detected presence or absence of depression.
More recently, advanced AI techniques were used for a more accurate and finer-
grained analysis of depression from both text and videos [2,10,11]. This was part
of a larger effort to adopt state-of-the-art AI techniques for healthcare [14], with
particular focus on mental health [17,18] and suicidal ideation detection [15,
16]. Despite more performant, however, these new algorithms still had a crucial
drawback: they were not explainable, which made them virtually useless for
clinicians and mental healthcare experts.

In this work, we apply explainable AI (XAI) [4] to the problem of stress and
depression detection from social media to provide a unique lens through which
researchers and mental health professionals can observe and understand (and
possibly even monitor and prevent) mental health trends in real-time across a
wide and diverse population. In particular, we collected about 300,000 tweets
about stress and depression and employed state-of-the-art neurosymbolic AI
tools to gain a deeper, more nuanced understanding of their potential causes
and contributing factors in the modern era.

The remainder of this paper is organized as follows: Sect. 2 introduces our
data collection methodology; Sect. 3 describes the data analysis approach under-
taken; Sect. 4 discusses results; finally, Sect. 5 offers concluding remarks and out-
lines future work.
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2 Data Collection

We collected our stress and depression dataset from Twitter using the 10 most
popular hashtags listed below. We used the new Twitter Pro API package (priced
at $5,000 per month) for one month between 1st January to 1st February 2024.

– #MentalHealth: This hashtag is widely used to discuss various aspects of men-
tal health, including stress, depression, anxiety, and other related conditions.
It encompasses conversations about personal experiences, coping strategies,
and advocacy efforts.

– #Depression: This hashtag specifically focuses on discussions surrounding
depression, a mood disorder characterized by persistent feelings of sadness,
hopelessness, and loss of interest. It is often used to share personal stories,
raise awareness, and provide support to those struggling with depression.

– #Anxiety: Anxiety is a common mental health condition characterized by
excessive worry, fear, and apprehension. The #Anxiety hashtag is used to
share experiences, coping mechanisms, and resources for managing anxiety-
related symptoms.

– #Stress: This hashtag is used to discuss the experience of stress, which refers
to the body’s response to perceived threats or challenges. Discussions under
this hashtag include triggers of stress, coping strategies, and the impact of
chronic stress on mental and physical health.

– #SelfCare: Self-care involves intentionally taking care of one’s physical, emo-
tional, and mental well-being. The #SelfCare hashtag is used to share tips,
practices, and experiences related to self-care activities that can help alleviate
stress and promote overall wellness.

– #MentalHealthAwareness: This hashtag is used to raise awareness about
mental health issues, including stress and depression, and to promote under-
standing, acceptance, and support for individuals experiencing mental health
challenges.

– #EndStigma: Stigma surrounding mental health can create barriers to seeking
help and support. The #EndStigma hashtag is used to advocate for ending
the discrimination and prejudice associated with mental illness, fostering a
more inclusive and supportive society.

– #MentalHealthMatters: This hashtag emphasizes the importance of priori-
tizing mental health and acknowledging its significance in overall well-being.
It is often used to promote conversations, initiatives, and policies aimed at
addressing mental health issues such as stress and depression.

– #Wellness: Wellness encompasses various dimensions of health, including
physical, mental, emotional, and social well-being. The #Wellness hashtag
is used to share tips, resources, and practices that support holistic health and
promote stress reduction and resilience.

– #SelfLove: Self-love involves cultivating a positive and compassionate rela-
tionship with oneself. The #SelfLove hashtag is used to promote self-
acceptance, self-care, and self-compassion, which are important aspects of
managing stress and improving mental health.
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Fig. 1. Word cloud representing the top keywords in the dataset

Within one month, we collected a total of one million tweets. After pre-
processing (e.g., removal of irrelevant tweets, removal of non-English tweets,
removal of duplicates, removal of re-tweets, etc.), we were left with roughly one
third of it. The exact distribution of tweets with respect to hashtags is illustrated
in Table 1. Figure 1 proposes a visual representation of the most significant terms
in the collected dataset (after stopword removal), where the size of each word is
proportional to its frequency.

Table 1. Distribution of collected tweets with respect to hashtags.

Hashtag Start Date End Date Tweet Count

#MentalHealth 01-01-2024 01-02-2024 98,034
#Depression 01-01-2024 01-02-2024 82,736
#Anxiety 01-01-2024 01-02-2024 70,304
#Stress 01-01-2024 01-02-2024 31,036
#SelfCare 01-01-2024 01-02-2024 6,802
#MentalHealthAwareness 01-01-2024 01-02-2024 5,124
#EndStigma 01-01-2024 01-02-2024 4,293
#MentalHealthMatters 01-01-2024 01-02-2024 2,640
#Wellness 01-01-2024 01-02-2024 2,479
#SelfLove 01-01-2024 01-02-2024 1,935
Total: 305,383
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Fig. 2. Sentic API user interface sample.

3 Data Analysis

In order to gain insights from the collected data, we leverage sentiment anal-
ysis, a natural language processing (NLP) field in which computational meth-
ods are used to extract emotions from text. Different AI techniques have been
leveraged to improve both accuracy and interpretability of sentiment analysis
algorithms, including symbolic AI, subsymbolic AI, and neurosymbolic AI [5].
Besides traditional algorithms [20] focusing on English text, multilingual [21,26]
and multimodal [24] sentiment analysis have also attracted increasing attention
recently. Typical applications of sentiment analysis include social network analy-
sis [8], finance [28], and healthcare [3]. In this work, we use Sentic APIs1, a suite
of application programming interfaces available in 80 languages, which employ
neurosymbolic AI to perform various sentiment analysis tasks in a fully inter-
pretable manner (Fig. 2). A short description of each API and its usage within
this work is provided in the next 12 subsections.

3.1 Concept Parsing

This API provides access to Sentic Parser [6], a knowledge-specific concept parser
based on SenticNet [7], which leverages both inflectional and derivational mor-
phology for the efficient extraction and generalization of affective multiword
expressions from text. In particular, Sentic Parser is a hybrid semantic parser
that uses an ensemble of constituency and dependency parsing and a mix of
stemming and lemmatization to extract meaningful multiword expressions. We
use the API for extracting words and multiword expressions from text in order
to better understand what are the key concepts related to stress and depres-
sion. As shown in Fig. 2, for example, some of the concepts extracted are hate,
why_bother, and heavy_weight_on_chest.

1 https://sentic.net/api.

https://sentic.net/api
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3.2 Subjectivity Detection

Subjectivity detection is an important NLP task that aims to filter out ‘factual’
content from data, i.e., objective text that does not contain any opinion. This
API leverages a knowledge-sharing-based multitask learning framework powered
by a neural tensor network, which consists of a bilinear tensor layer that links
different entity vectors [23]. We use the API to classify stress and depression-
related tweets as either objective (unopinionated) or subjective (opinionated)
but also to handle neutrality, that is, a tweet that is opinionated but neither
positive nor negative (ambivalent stance towards the opinion target). All labels
come with a confidence score based on how much SenticNet concepts contributed
to the classification output. As depicted in Fig. 2, the confidence score of the
proposed example is 100%. Finally, the Subjectivity Detection module is also
responsible for identifying the language of the input, as indicated in the top-
right corner of the UI.

3.3 Polarity Classification

Once an opinionated tweet is detected using the Subjectivity Detection API,
the Polarity Classification API further categorizes this tweet as either positive
or negative. This is one of the most important APIs we use to understand the
stance of tweeters towards stress and depression. It leverages an explainable fine-
grained multiclass sentiment analysis method [27], which involves a multi-level
modular structure designed to mimic natural language understanding processes,
e.g., ambivalence handling process, sentiment strength handling process, etc. As
illustrated in Fig. 2, for example, the extracted polarity is NEGATIVE.

3.4 Intensity Ranking

For a finer-grained analysis, we further process stress and depression classified by
the Polarity Classification API using the Intensity Ranking API to infer their
degree of negativity (floating-point number between -100 and 0) or positivity
(floating-point number between 0 and 100). In particular, the API leverages a
stacked ensemble method for predicting sentiment intensity by combining the
outputs obtained from several deep learning and classical feature-based models
using a multi-layer perceptron network [1]. As shown in Fig. 2, the extracted
polarity of the proposed example is 70 (high intensity).

3.5 Emotion Recognition

This API employs the Hourglass of Emotions [25], a biologically-inspired and
psychologically-motivated emotion categorization model, that represents affec-
tive states both through labels and through four independent but concomitant
affective dimensions, which can potentially describe the full range of emotional
experiences that are rooted in any of us. We use the API to go beyond polarity
and intensity by examining what are the specific emotions elicited by stress and
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depression in both their ardent supporters and vocal opposers. As depicted in
Fig. 2, for example, the emotion spectrum of the input is visualized in terms
of the Hourglass Model’s affective dimensions, namely: -76.73% Introspection,
-98.2% Temper, -53.7% Attitude, and -54.2% Sensitivity. From these, the API
also extracts the two top resulting emotion labels, rage and grief, with an inten-
sity of 97.58% and 32.5%, respectively.

3.6 Aspect Extraction

This API uses a meta-based self-training method that leverages both symbolic
representations and subsymbolic learning for extracting aspects from text. A
teacher model is trained to generate in-domain knowledge, where the generated
pseudo-labels are used by a student model for supervised learning [13]. We use the
API to better understand stress and depression in terms of subtopics. Instead of
simply identifying a polarity associated with the whole tweet, the Aspect Extrac-
tion API deconstructs input text into a series of specific aspects or features to
then associate a polarity to each of them. This is particularly useful to pro-
cess antithetic tweets, e.g., tweets containing both positive and negative opinion
targets. As illustrated in Fig. 2, the aspect terms extracted from the proposed
example are city and teacher, which belong to the aspect categories LOCATION
and PROFESSION, respectively. The UI also displays the affective concepts most
relevant to each aspect term (in brackets) which are also colored according to
their respective polarities (green for positive and red for negative).

3.7 Personality Prediction

This API uses a novel hard negative sampling strategy for zero-shot personality
trait prediction from text using both OCEAN and MBTI models (Fig. 3). In par-
ticular, the API leverages an interpretable variational autoencoder sampler, to
pair clauses under different relations as positive and hard negative samples, and
a contrastive structured constraint, to disperse the paired samples in a seman-
tic vector space [30]. We use the API to study the different personalities and
personas involved in stress and depression discussions and, hence, better under-
stand the possible drivers of such discussions. As shown in Fig. 2, for example,
the MBTI personality extracted is ENTJ (Extraverted, iNtuitive, Thinking, and
Judging) and the OCEAN personality traits extracted are O↑C↑E↑A↓N↓, i.e.,
high Openness, high Conscientiousness, high Extraversion, low Agreeableness,
and low Neuroticism.

3.8 Sarcasm Identification

This API combines commonsense knowledge and semantic similarity detection
methods to better detect and process sarcasm in text. It also employs a con-
trastive learning approach with triplet loss to optimize the spatial distribution
of sarcastic and non-sarcastic sample features [29]. We use the API to under-
stand how much stress and depression are subject to satire and critique but also
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Fig. 3. Personality prediction visualization sample

to increase the accuracy and reliability of the Polarity Classification API. As
sarcasm often involves expressing a sentiment that is opposite to the intended
emotion, in fact, it may lead to polarity misclassification and, hence, generate
wrong insights and conclusions. The sarcasm score goes from zero (no sarcasm
detected) to 100 (extremely sarcastic content). As depicted in Fig. 2, no sarcasm
was detected in the proposed example.

3.9 Depression Categorization

This API employs a novel encoder combining hierarchical attention mecha-
nisms and feed-forward neural networks. To support psycholinguistic studies,
the model leverages metaphorical concept mappings as input. Thus, it not only
detects depression, but also identifies features of such users’ tweets and asso-
ciated metaphor concept mappings [12]. We use it to discover common causes
of depression but also to study different reactions to it by different users. The
depression score ranges from zero (no depression detected) to 100 (severe depres-
sion). As illustrated in Fig. 2, for example, the depression score is 66%.

3.10 Toxicity Spotting

This API is based on a multichannel convolutional bidirectional gated recurrent
unit for detecting toxic comments in a multilabel environment [19]. In particu-
lar, the API extracts local features with many filters and different kernel sizes
to model input words with long term dependency and then integrates multi-
ple channels with a fully connected layer, normalization layer, and an output
layer with a sigmoid activation function for predicting multilabel categories such
as ‘obscene’, ‘threat’, or ‘hate’. The toxicity score goes from zero (no toxicity
detected) to 100 (highly toxic content). As shown in Fig. 2, there was no toxicity
detected in the proposed example.

3.11 Engagement Measurement

Measuring engagement is important to understand which specific topics or events
are more impactful for both stress and depression. This API employs a graph-
embedding model that fuses heterogeneous data and metadata for the classifica-
tion of engagement levels. In particular, the API leverages hybrid fusion methods
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for combining different types of data in a heterogeneous network by using seman-
tic meta paths to constrain the embeddings [9]. The engagement score ranges
from -100 (high disengagement) to 100 (high engagement). As depicted in Fig. 2,
for example, the engagement score is -67%.

3.12 Well-Being Assessment

This API leverages a mix of lexicons, embeddings, and pretrained language
models for stress detection from social media texts [22]. In particular, the API
employs a transformer-based model via transfer learning to capture the nuances
of natural language expressions that convey stress in both explicit and implicit
manners. The well-being score ranges from -100 (high stress) to 100 (high well-
being). As illustrated in Fig. 2, the well-being score is -84% in the proposed
example.

4 Results

In this section, we discuss the most important insights gained through the use
of Sentic APIs on the collected dataset. The Concept Parsing API enabled us
to discover what are the current hot topics related to stress and depression, e.g.,
anxiety, chronic_stress, burnout, sadness, hopelessness, despair, worry,
isolation, exhaustion, and social_withdrawal.

Through the Subjectivity Detection API, we realized that the vast majority of
stress and depression tweets were opinionated. The unopinionated tweets were
mostly promotional and advertising posts. This was further validated by the
results of the Intensity Ranking API, which were high for both negative and
positive spectrum.

By processing subjective text using the Polarity Classification API, we
obtained 59% negative tweets and 41% positive tweets (at least for the time
window of our analysis). For the former group, the most common MBTI per-
sonality type was ENTJ and the predominant emotion was anxiety. The latter
group (the tweeters promoting self-help), instead, was characterized by an INFJ
personality trait and a predominant emotion of acceptance.

The Sarcasm Identification API has flagged a subtle presence of sarcasm
within the context of this particular topic, albeit at a low level. Unlike many
other topics discussed on social media, stress and depression do not seem to
lend themselves well to sarcasm, probably because of the lack of ambiguity and
straightforwardness gravitating around the subject.

As expected, the Depression Categorization API observed high levels of
depression. Some individuals used Twitter as a means of reaching out for sup-
port and validation from their online communities. Some others shared their
thoughts and experiences to externalize their internal struggles and potentially
receive empathy and support from others. Finally, some users used Twitter as
an outlet to vent their frustration, anger, or despair.
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The Toxicity Spotting API also did not pick up much toxic content. One sig-
nificant factor is the nature of stress and depression, which inherently lends itself
to more neutral or consensus-based discussions, minimizing the potential for con-
flict or toxicity. Most individuals approached the topic with openness, curiosity,
and a willingness to listen to differing perspectives and, hence, fostered an envi-
ronment conducive to rather constructive dialogues without personal attacks nor
hostility.

The Engagement Measurement API exhibited high levels of disengagement,
most likely caused by emotional exhaustion (characterized by feelings of empti-
ness, apathy, and detachment) but also anhedonia (the inability to experience
pleasure) and social withdrawal.

The Well-being Assessment API detected high levels of stress involving emo-
tional intensity, uncertainty, conflict, pressure, personal vulnerability, informa-
tion overload, lack of control, and negative social dynamics.

Finally, some very useful insights came from the Aspect Extraction API,
which helped us individuate key causes of stress and depression. We list the 10
most frequent ones below along with a short elucubration on why such aspects
emerged from the over 300,000 tweets as the most prominent.

– Relationship issues: Problems within intimate relationships or family con-
flicts can impact mental health and contribute to depressive symptoms.

– Financial problems: Financial stress, such as debt, unemployment, or finan-
cial instability, can lead to feelings of hopelessness.

– Social isolation: Lack of social support and feelings of loneliness can cause
depression, as social connections are essential for emotional well-being.

– Work-life balance: Difficulty balancing work responsibilities with personal
life and self-care can lead to chronic stress and impact mental well-being.

– Academic pressure: Students experience stress and depression due to aca-
demic demands, performance pressure, or difficulty coping with coursework.

– Discrimination: Experiencing discrimination based on race, ethnicity, gen-
der identity, sexual orientation, or other factors can lead to chronic stress.

– Chronic pain: Living with chronic health conditions or experiencing persis-
tent pain can be emotionally draining and exacerbate feelings of depression.

– Trauma: Past trauma, including physical, emotional, or sexual abuse, can have
long-lasting effects on mental health and increase the risk of depression.

– Media exposure: Overexposure to negative news, social media comparison,
or unrealistic portrayals of success can contribute to feelings of inadequacy.

– Environmental factors: Environmental stressors such as pollution, noise,
or overcrowding can contribute to chronic stress and impact mental health.

5 Conclusion

Stress and depression have emerged as prevalent challenges in contemporary soci-
ety, deeply intertwined with the complexities of modern life. This paper delves
into the multifaceted nature of these phenomena, exploring their intricate rela-
tionship with various socio-cultural, technological, and environmental factors
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through the application of neurosymbolic AI to social media content. Through
a quantitative and qualitative analysis of results, we elucidate the profound
impact of technological advancements on information processing, work culture,
and social dynamics, highlighting the role of digital connectivity in exacerbat-
ing stressors. Economic pressures and social isolation further compound these
challenges, contributing to a pervasive sense of unease and disconnection.

Environmental stressors, including climate change, add another layer of com-
plexity, fostering existential concerns about the future. Moreover, the persistent
stigma surrounding mental health perpetuates a cycle of silence and suffering,
hindering access to support and resources. Addressing these issues necessitates a
holistic approach, encompassing societal changes, policy interventions, and indi-
vidual coping strategies. By fostering greater awareness, empathy, and collective
action, we can strive towards a more resilient and compassionate society, better
equipped to navigate the complexities of the modern era.
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Singapore under its MOE Academic Research Fund Tier 2 (STEM RIE2025 Award
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