
Computational Models to 
Emotion Analysis in Text
Yulan He
Aston University / University of Warwick, UK



Outline
• Emotion representations

• Multi-emotion detection from text
• Relevant emotion ranking using support vector machines (Zhou, Yang and 

He, NAACL 2018)
• Interpretable neural network for relevant emotion ranking (Yang, Zhou and 

He, EMNLP 2018)

• Emotion cause extraction from text
• Memory-network based approach (Gui et al., ENMLP 2017)
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Emotion Representations
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Emotion Representations
• Sentiment
• Positive, negative, neutral

• Multi-category emotion representations

• Multi-dimensional emotion representations
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Emotion Analysis Tasks

Emotion 
Analysis

Emotion 
classification

Implicit 
emotion 
detection

Emotion 
representation 

learning

Emotion 
cause 

detection

Emotional 
response 

generation

8



Multi-Emotion Detection
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Experience Project…
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Sina News

• Readers expressed different emotions with the majority showed “Sadness” 
and “Anger”

• Emotions receiving very few votes could be considered as irrelevant ones

2-year-old baby found abandoned in garbage heap by his runaway mother and drug-
taking father
Recently, a netizen seek help for a 2-year-old baby who is alone at home unattended and
starving because of his runaway mother and drug-taking father. According to the
published pictures, the baby lives in a messy home with garbage everywhere. ……
妈妈出走爸爸吸毒 2岁娃无人管活在恶臭垃圾堆
近日网友发求助称因母亲离家出走父亲长期吸毒精神不正常，留下2岁的小“臭蛋”独自在家
无人照料甚至连吃的都没有。在发布的图片中,小“臭蛋”居住的家里凌乱不堪垃圾地。……
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Chinese Blogs
My Daughter Experienced Injustice at School
Yesterday afternoon, my daughter came back from her school and told me 
that she had an important issue to discuss with me. “The dinner ladies at 
school always gave me much smaller portions of food compared to other kids. 
Do they have race discrimination?”
��,'&-+��
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Related Work
• Lexicon-based approaches
• Emotional dictionaries constructed from training corpora of news articles 

were used to predict the readers’ emotion of a new articles (Lei et al., 2014; 
Rao et al., 2012)

• Use linguistic templates to predict reader’s emotions (Chang et al., 2015)

• Non-negative matrix factorisation with constraints derived from an 
emotion lexicon (Wang and Pal, 2015)

• Learning-based approaches
• Variant of Latent Dirichlet Allocation (LDA) (Bao et al., 2012, He 2012)

• A joint model to co-train a polarity classifier and an emotion classifier 
(Gao et al., 2013)

• A Multi-task Gaussian-process based classification (Beck et al., 2014)

• Logistic regression model with emotion dependency (Quan et al., 2015)

• Emotion distribution learning (Zhou et al., 2016)
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Emotion Ranking Framework (Zhou, Yang and He, NAACL 2018)

• Assuming a set of T emotions ! = #$, #&,… , #( and a set of n
instances ) = *$, *&,… , *+

• Each instance *, ∈ ℝ/ is associated with a ranked list of its 
relevant emotions 0, ⊆ ! and also a list of irrelevant emotions 
20, ⊆ ! − 0,

• Relevant emotion ranking aims to learn a score function 
4 *, = [6$ *$ ,… , 6( *, ] assigning a score 68 *, to each 
emotion #8, 9 ∈ {1,… , <}
• Learn a threshold 6> *, in order to differentiate between relevant and 

irrelevant emotions
• Rank relevant emotions
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Emotion Loss Function
• Assuming g are linear models, i.e.,

!" #$ = &"
'×#$, * ∈ {1, 2,… , 0}⋃{Θ}

where Θ denotes the threshold

• The loss function for the instance #$ is defined as:

4(#$, 6$, ≺, !) = ∑:;∈<=∪{?}∑:@∈≺:;
A

BCDE;,@
F",G

• where H" refers to the emotion belonging to the relevant emotion set 
6$ or the threshold Θ of instance #$

• HG refers to the emotion which is less relevant than H"
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Emotion Loss Function…
• ("#, "%) represents 4 types of emotion pairs:

• (relevant, relevant)
• (relevant, irrelevant)
• (relevant, threshold)
• (irrelevant, threshold)

• The normalisation term is used to balance the 4 types of 
emotion pairs to avoid dominated terms by their respective set 
size
• '%,# is a modified 0–1 loss:

'%,# =
1, *% +, < *# +,
1
2 , *% +, > *# +,
0, otherwise
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Emotion Loss Function…
• But !",$ is non-convex and difficult to optimise, hence, a hinge loss 

function is used instead:

%('(, )(, ≺, +) = .
/0∈23∪{6}

.
/8∈≺/0

1
:;<=",$

(1 + +$ '( − +" '( )@

where (A)@= max{0, A}

• We also want to take into account the relationships between emotions, 
e.g.,
• “joy” and “love” often co-occur, but “joy” and “anger” rarely co-exist

• The final loss function:
%('(, )(, ≺, +)
= .

/0∈23∪{6}
.

/8∈≺/0

1
:;<=",$

(1 + +$ '( − +" '( + F"$(G" − G$))@
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Various Margins
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Datasets
• Sina Social News – 5,586 news articles published between January 2014 and 

July 2016. Each news articles comes with readers’ votes of their emotions.
• Ren-CECps corpus – 34,719 sentences selected from blogs in Chinese. Each 

sentence was annotated with eight basic emotions together with intensity 
from writer’s perspective.

Sina Social News Ren-CECps Corpus
Category #Votes Category #Scores
Touching 694,006 Joy 1,349.6

Shock 572,651 Hate 6,103.9

Amusement 869,464 Love 2,911.1

Sadness 837,431 Sorrow 2,042.5

Curiosity 212,559 Surprise 3,873.9

Anger 1,109,315 Anger 7,832.1

Anxiety 5,006.4

Expect 610.4

Total 4,295,426 Total 29,729.9
21



Emotion Relationships – Sina News
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Emotion Relationships – Blogs
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Evaluation Criteria
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Baselines
• Emotion Distribution Learning (EDL) (Zhou et al., 2016) learns a 

mapping function from texts to their emotion distributions 
based on label distribution learning.

• EmoDetect (Wang and Pal, 2015) outputs the emotion 
distribution based on a dimensionality reduction method using 
non-negative matrix factorization 
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Results – Sina News
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Results - Blogs
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Emotion Words
Anger Anxiety Expect Hate

)Ì(angry) !˘(fear) 64(blessing) ?!(hate)

!‰(rage) î!(lose) 34(happy) Jñ(hypocrisy)

!!(complain) "’(lonely) {–(fine) èä(hype)

1µ(criticize) ÿÂ(pressure) âé(dream) ""(shameless)

|"(interest) y¢(reality) gd(freedom) $„(means)

‹¿(discriminate) ))(strange) ç"(long for) yY(silly)

õé(stop) %((heart) F"(hope) L§(waste)

çI(accuse) ¤£(pain) %S(learn§ "!(behind)

dN(annoy) éñ(imagine) &g(faith) Z9(dirty)

""(shameless) ˙!(hurt) [p(home) –¢(lie)

Joy Love Sorrow Surprised

ØW(happy) {w(beautiful) "’(lonely) –¤(curious)

p,(joyful ) Oú(love) ˙b(tears) ØÁ(surprise)

*l(friend) *l(friend) Oú(love) $Ø(shock)

aƒ(touching) 34(happiness) N((solitude) Ø¤(wonder)

%ú(mood) Øf(child) ¤£(pain) Ø<(amazing)

ßÊ(warm) )#(life) aú(feeling) ø%(accident)

ê…(enjoy) $1(sunshine) ˙!(hurt) Øh(fright)

,Ø(excited) ßÊ(warmth) î!(lose) Ø"(scream)

¬º(harvest) gg(miss) gg(miss) ÿ"ø(accidently)

á*(smile) åO(lovely) )$(life) #…(amazed)
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Interpretable Neural Network for Emotion 
Ranking



Goal
• Emotions might be evoked by hidden topics
• Unveil the topical information to understand how the emotions are 

evoked. 

• A novel interpretable neural network approach for relevant 
emotion ranking
• The neural network is initialized to make the hidden layer approximate 

the behavior of topic models. 
• A novel error function is defined to optimize the whole neural network 

for relevant emotion ranking.
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Interpretable Neural Network for Relevant Emotion Ranking 
(INN-RER) (Yang, Zhou and He, EMNLP 2018)
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Learning Process
• INN-RER initialisation
• The first two layers of the network are initialized based on the output of 

the topic model
• Minimizing the Kullback-Leibler (KL) divergence between the topic 

distribution produced by the topic model and the approximated 
distribution learned by the first two layers of the NN

• INN-RER learning
• The whole network is learnt and fine-tuned based on the novel loss 

function
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INN-RER Initialisation

33



INN-RER learning

• where !", !$ are two emotion labels, !" ∈≺ !$ denote that !" is 
less relevant than !$
• '$ () − '" () measures the difference between two emotion 

outputs, !$ and !", of a given text input ()
• The negation of the difference is to penalise the ith error term 

more severely if the score of !$ is much smaller than that of !"
• :$" is the relationship between emotion !$ and !", calculated by 

Pearson correlation coefficient

Error	function

= >
)?@

A

>
BC∈DE

>
BF∈≺BC

1
HIJK$,"

[exp(−('$ () − '" () )) + :$"('$ () − '" () )R]
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INN-RER learning…
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Datasets
• Sina Social News (News) – 5,586 news articles, each with readers’ votes of 

their emotions.
• Ren-CECps corpus (Blogs) – 34,719 sentences selected from blogs with each 

annotated with eight basic emotions together with intensity from writer’s 
perspective.

• SemEval - 1,250 news headlines  with each headline manually scored in a 
fine-grained valence scale of 0 to 100 across 6 emotions

Sina Social News Ren-CECps Corpus SemEval
Category #Votes Category #Scores Category #Scores
Touching 694,006 Joy 1,349.6 Anger 12,042

Shock 572,651 Hate 6,103.9 Disgust 7,634

Amusement 869,464 Love 2,911.1 Fear 20,306

Sadness 837,431 Sorrow 2,042.5 Joy 23,613

Curiosity 212,559 Surprise 3,873.9 Sad 24,039

Anger 1,109,315 Anger 7,832.1 Surprise 21,495

Anxiety 5,006.4

Expect 610.4

Total 4,295,426 Total 29,729.9 Total 109,129



Experimental Setup
• For long text such as News and Blogs, Latent Dirichlet 

Allocation (Blei et al., 2003) is employed for generating topic 
distributions. 

• For short texts in Semeval, bi-term topic model (BTM) (Cheng et 
al., 2014) was used
• BTM is a variant of LDA which models the generation of bi-terms in the 

whole corpus to alleviate the problem of sparsity.

• The topic number is set to 60 empirically. 

• For each method, 10-fold cross validation is conducted.
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Baselines
• Topic-model based
• Multi-label supervised topic model (MSTM) and Sentiment latent topic 

model (SLTM) (Rao et al., 2014b) – variants of supervised topic models
• MSTM first generates a set of topics from words, and then samples emotions 

from each topic. 
• SLTM generates topics directly from emotions.

• Affective topic model (ATM) (Rao et al., 2014a) employs the exponential 
distribution to generate ratings for each emotion.

• Discriminative approaches
• Emotion Distribution Learning (EDL) (Zhou et al., 2016) learns a mapping 

function from texts to their emotion distributions based on label 
distribution learning.

• EmoDetect (Wang and Pal, 2015) outputs the emotion distribution based on 
a dimensionality reduction method using non-negative matrix 
factorization 

• RER (Zhou et al., 2018) predicts multiple emotions and their rankings from 
text based on relevant emotion ranking using support vector machines.
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Emotion Ranking Results - News
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Emotion Ranking Results - Blogs
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Emotion Ranking Results - SemEval
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Top Topic Words under Each Emotion – News

Touching Anger Amusement
Topic 1 Topic 2 Topic 1 Topic 2 Topic 1 Topic 2

Õ<(save) "ì(teacher) é‰(ru�an) ãÇ(sin) IÂ(men and women) !˛(network)
Ï!(take care of) "£(hard) r1(force) v¶<(suspect) U,(hotel) ÄÀ(drunkenness)
""(sacrifice) ·Y(fall into water) h!(obscenity) ‰-(imprisonment) —÷(service) u!"(procuratorate)
£"(cure) cî(youth) Â÷(girl) ã<(beat) Ï°(photo) ä{(illegal)
)!(life) æú(state of an illness) ‡#(murder) $ã(hit) #¥(call the police) v±(penalty)
P<(older) j±(persist) E§(cause) Û/(construction site) Å"(authenticate) N$(investigate)
a$(grateful) +Ø(public) "—§(police station) %¥(tra�c police) ¿¢(defraud) ä5(get out of line)
ö"(hospital) ê¡(tra�c accident) äY(commit a crime) Êñ(interview) !‰(internet) y7(cash)
aƒ(moved) aƒ(touching) k"(death) Õ1(exposure) l¥(divorce) ¥((police o�cer)

Sadness Curiosity Shock
Topic 1 Topic 2 Topic 1 Topic 2 Topic 1 Topic 2

îl(disappear) ê¡(car accident) ['(parents) iõ(monitoring) s (rob) Ë%(kitchen knife)
ÿ3(misfortune) &‹(thief) •I(China) OÂ(women) ôN(corpse) Œf(neck)
%&(pass away) ˙S(public security) ¥”(marriage) S!(spring festival) ;:(emergency) $w(sever illness)
‡#(murder) å*(watch) Ëx(health) ö"(hospital) y|(scene) /c(subway§
ãÇ(crime) Å"(identify) Âf(women) ~)(pregnancy) S&(security) #™(news)
;&(su↵er) 'k(apologize) cî(young) @˛(morning) £"(cure) æ,(unexpectedly)
˙S¤(Public Security Bureau) -ƒ(excite) (¥(marry up) sÕ(rescue) )!(life) ’1(bank)
—Ø(have an accident) â{(enforce the law) I5(men) ')(in vain) u$(examine) %Ä(compensate)
xN(media) "—§(police station) y7(money) UÅ(like) [·(family member) û§(consume)

1
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Top Topic Words under Each Emotion – Blogs
Joy Hate Love Sorrow

s!(flower) !’(lonely) !S(study) !·(corner)
#c(ney year) °È(face with) 'm(competition) F"(hope)
"#(baby) "ú(heartless) m%(happy) U,(heaven)
ê…(enjoy) !#(again) a˙(feeling) N((lonely)
ØW(happy) úX(emotion) %#(mood) /"(earthquake)
64(wish) î"(lose) ø˜(full of) ¶"(mission)
""(baby) óÌ(temper) ©z(culture) I*l(boyfriend)
m%(joyful) ¤£(pain) ä¨(production) lm(leave)
á%(smile) %#(entirely) ¥L(rich) "G(helpless)

Anxiety Surprise Anger Expect
íf(house) ÁÙ(rainbow) lm(leave) F"(hope)
¥”(marriage) %#$(Hokkaido) l¥(divorce) I?(responsible)
P˙(husband) $,(sudden) "G(helpless) Â5(women)
Üÿ(error) P¡(memory) {#(law) c$¨(Olympic)
%ú(mood) r‘(gift) ’1(bank) 34(happiness)
))(strange) ¤,(miracle) $%(morality) 1è(action)
[p(family) ‚`(reputedly) úa(emotion) „Â(strive)
˛Å(on duty) –¤(curious) &˙(sorrow) ±&(later)
¢%(city) G!(season) gC(self) &Á(splendid)

1
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Top Topic Words under Each Emotion – SemEval

Joy Anger Sad Disgust Fear Surprise
home kill flu sex kill sue
heart attack cancer immigr danger korea
game violenc terror scandal iran blast
youtub terror danger porn dead north
movie stop health charg state fight
friend fire kill insist fear war
sleep blast flood women terror nuclear
miss death crash held global shoot
award condemn end girl attack protest

1
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Emotion Cause Extraction



I lost my phone yesterday, and I am very sad now. 

I am so so sad to hear that U.S. will quit the Paris Climate Agreement.

Detecting the cause of emotion is essential to social media analysis 
and many commercial applications.

Motivation
Emotion expressionEmotion cause

Emotion expression Emotion cause
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Related Work
• Rule-based approaches:
• Rule-based Emotion Cause (Lee et al., 2010)  

• Extended the rule-based approach by utilising the patterns and rules 
related to cause expression (Gui et al., 2014; Li and Xu, 2014)

• OCC-model based Emotion Cause Detection(Gao et al., 2015)

• Low coverage

• Learning-based approaches:
• CRF-based Emotion Cause Detection (Ghazi et al., 2015)
• requires emotion cause and emotion keywords to be in the same sentence

• Multi-kernel based approach (Gui et al. 2016)
• Convert emotion cause detection to tree classification task
• Two variants of  Tree-Kernel SVMs were used
• Heavily depends on accurate dependency trees and cannot extract phrase-

level emotion causes.
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Frame Emotion Cause Detection as QA 
(Gui et al., EMNLP 2017)
Emotion Cause Detection is analogue to Question Answering�
• Emotional Text as Reading Text
• Emotional words as Question
• Emotion cause as Answer
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Memory Network (Memnet)
To model the process of question answering, the Memory
Networks (Sukhbaatar et al. 2015) is used as the base model

The memory network can better model the relation between an emotion 
word and its emotion causes in complex sentence structures.

Since a memory network models the emotion cause at a fine-grained level, 
each word has a corresponding weight to measure its importance in this task. 49



The basic model can be extended to deep architecture consisting 
of multiple layers to handle L hop operations.

The network is stacked:  
• For hop i, the query is the prediction vector of the previous hop and the 

prediction vector is fed into next hop; 
• The output vector is at the top of the network. It is a softmax function on 

the prediction vector from hop L.
Problem: Does not capture the sequential information in context which is 
important in emotion cause extraction.

Memory Network (Memnet)
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Convolutional Memory Network (Conv-Memnet)

To capture context information for clauses, a new architecture contains 
more memory slot to model the context with a convolutional operation. 

We set the size of the convolutional kernel to 3. That is, the weight of word 
considers both the previous word and the following word by a convolutional 
operation

m0
i =

3X

j=1

ei�2+j · E
51



Convolutional Memory Network (Conv-Memnet)

• For the first layer, the query is 
an embedding of the emotion 
word

• In the next layer, there are 
three input queries. Since the 
previous layer has three 
outputs, we need to re-define 
the weights

• In the last layer, the three 
prediction vectors generate the 
final  answer.
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Experimental Setup
• A simplified Chinese emotion cause corpus (Gui et al., 2016)

• The corpus contains 2,105 documents from SINA city news. 
• Each document has only one emotion label and one or more emotion 

causes. 
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Baselines
• RB (Rule based method): The rule-based method (Lee et al., 2010) 

• CB (Common-sense based method): Chinese Emotion Cognition 
Lexicon (Xu et al., 2013) as the common-sense knowledge base 
• RB+CB+ML (Machine learning method trained from rule-based 

features and facts from a common-sense knowledge base): 
(Chen et al., 2010)

• SVM: A SVM classifier using the unigram, bigram and trigram 
features
• Word2vec: A SVM classifier using word representations learned 

by Word2vec (Mikolov et al., 2013) as features
• CNN: The convolutional neural network for sentence 

classification (Kim, 2014)

• Multi-kernel: A multi-kernel based method (Gui et al., 2016)
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Results

Method Precision Recall F1
RB 0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887

RB+CB+ML 0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076

Multi-Kernel 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131
ConvMS-
Memnet

0.7076 0.6838 0.6955
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Method Precision Recall F1
RB 0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887

RB+CB+ML 0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076

Multi-Kernel 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131
ConvMS-
Memnet

0.7076 0.6838 0.6955

The rule based RB gives fairly high precision but with low recall. 

Results…
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Method Precision Recall F1
RB 0.6747 0.4287 0.5243

CB 0.2672 0.7130 0.3887

RB+CB+ML 0.5921 0.5307 0.5597

CNN 0.6215 0.5944 0.6076

Multi-Kernel 0.6588 0.6927 0.6752

The common-sense based method, achieves the highest recall. Yet, 
its precision is the worst. 

Results…

Memnet 0.5922 0.6354 0.6131

ConvMS-
Memnet

0.7076 0.6838 0.6955
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Method Precision Recall F1
RB 0.6747 0.4287 0.5243

CB 0.2672 0.7130 0.3887

RB+CB+ML 0.5921 0.5307 0.5597

CNN 0.6215 0.5944 0.6076

Multi-Kernel 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131

ConvMS-
Memnet

0.7076 0.6838 0.6955

The multi-kernel method gives the best results among the baselines because 
it considers context information in a structured way. 

The syntactic structure information is important for the emotion cause 
extraction. 

Results…
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Method Precision Recall F1
RB 0.6747 0.4287 0.5243

CB 0.2672 0.7130 0.3887

RB+CB+ML 0.5921 0.5307 0.5597

CNN 0.6215 0.5944 0.6076

Multi-Kernel 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131

ConvMS-
Memnet

0.7076 0.6838 0.6955

Applying CNN or Memnet directly for emotion cause extraction outperforms 
all the baselines except the multi-kernel method. 

Results…
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ConvMS-Memnet outperforms the previous best-performing method, multi-
kernel, by 3.01% in F-measure. 

It shows that by effectively capturing context information, ConvMS-Memnet
identifies the emotion cause better. 

Results…

Method Precision Recall F1
RB 0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887

RB+CB+ML 0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076

Multi-Kernel 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131
ConvMS-
Memnet 0.7076 0.6838 0.6955
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Method Precision Recall F-1
HOP 1 0.6597 0.6444 0.6520
HOP 2 0.6877 0.6718 0.6796
HOP 3 0.7076 0.6838 0.6955
HOP 4 0.6882 0.6722 0.6801
HOP 5 0.6763 0.6606 0.6683
HOP 6 0.6664 0.6509 0.6585
HOP 7 0.6483 0.6333 0.6407
HOP 8 0.6261 0.6116 0.6187
HOP 9 0.6161 0.6109 0.6089

Hop 3 gives the best results.

Further increasing the number of hops results in the decreased performance 
due to overfitting. 

Results – No. of Hops
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Word-Level Attention Weights
• Word-level attention weights in different hops of memory 

network training�

The family's insistence makes people more touched.

• In the first two hops, the highest attention weights centered on the word 
“more”. 

• From the third hop onwards, the highest attention weight moves to the 
word “insistence” 

• The model is effective in identifying the most important keyword related 
to the emotion cause. 
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Results – Word Level
• To evaluate the quality of keywords extracted by memory 

networks, a new metric is defined on the keyword level for 
emotion cause extraction.
• The keyword is defined as the word having the highest attention weight 

in the identified clause. 
• If the keywords extracted by our algorithm is located within the boundary 

of annotation, it is treated as correct. 
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Results – Training Epochs
45����	��������������
���������
����
(45 days, it is long time for the parents who lost their baby. If the baby 
comes back home, they would be so happy this Spring Festival. )

• The table shows the probability of each clause containing an emotion 
cause in different training epochs. 

• The model is able to detect the correct clause with only 5 epochs. 
• With the increasing number of training epochs, the probability associated 

with the correct clause increases further while the probabilities of 
incorrect clauses decrease generally. 
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Limitations
• The model has a difficulty in dealing with complex sentence 

structures, e.g.,
• Sentences contain long distance dependency relations, such as negations 

or emotion transitions

• The answer generated from the model is simply “yes” or “no”
• This is partly due to the small size of the annotated corpus which makes 

it difficult to train a model that can output answers in full sentences. 
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Conclusions
• Multi-emotion detection from text framed as an emotion 

ranking problem
• Relevant emotion ranking using support vector machines
• Interpretable neural network for relevant emotion ranking

• Emotion cause extraction from text
• Memory-network based approach

69



Acknowledgements

Deyu Zhou
Southeast University

Yang Yang
Southeast University

Ruifeng Xu
Harbin Institute of Technology

Lin Gui
Aston University / 

University of Warwick

70



References
• S. Bao, S. Xu, L. Zhang, R. Yan, Z. Su, D. Han, and Y. Yu. 2012. Mining social emotions 

from affective text. IEEE Transactions on Knowledge and Data Engineering (TKDE), 
24(9):1658–1670.

• K. Gao, H. Xu, and J. Wang. 2015. A rule-based approach to emotion cause detection for 
Chinese micro-blogs. Expert Systems with Applications, 42(9):4517–4528.

• D. Ghazi, Diana Inkpen, and Stan Szpakowicz. 2015. Detecting emotion stimuli in 
emotion-bearing sentences. In Computational Linguistics and Intelligent Text Processing 
(CICLing), pages 152–165.

• L. Gui, J. Hu, Y. He, R. Xu, Q. Lu and J. Du. 2017. A Question Answering Approach for 
Emotion Cause Extraction. The 14th International Conference on Empirical Methods on 
Natural Language Processing (EMNLP), Copenhagen, Denmark.

• L. Gui, D. Wu, R. Xu, Q. Lu, and Y. Zhou. 2016. Event-driven emotion cause extraction 
with corpus construction. The 13th International Conference on Empirical Methods on 
Natural Language Processing EMNLP, pages 1639–1649.

• L. Gui, L. Yuan, R. Xu, B. Liu, Q. Lu, and Y. Zhou. 2014. Emotion cause detection with 
linguistic construction in chinese weibo text. In Natural Language Processing and 
Chinese Computing (NLPCC), pages 457–464. Springer.

71



References…
• S.Y.M. Lee, Y. Chen, and C.-R. Huang. 2010. A text-driven rule-based system for emotion 

cause detection. In Proceedings of the NAACL HLT Workshop on Computational 
Approaches to Analysis and Generation of Emotion in Text, pages 45–53.

• W. Li and H. Xu. 2014. Text-based emotion classification using emotion cause extraction. 

Expert Systems with Applications, 41(4):1742–1749.

• J. Lei, Y. Rao, Q. Li, X. Quan, and W. Liu. 2014. Towards building a social emotion 

detection system for online news. Future Generation Computer Systems, 37:438–448.

• X. Quan, Q. Wang, Y. Zhang, L. Si, and W. Liu. 2015. Latent discriminative models for 

social emotion detection with emotional dependency. ACM Transactions on Information 
Systems (TOIS) , 34(1):2.

• Y. Rao, Q. Li, W. Liu, Q. Wu, and X. Quan. 2014a. Affective topic model for social emotion 

detection. Neural Netw, 58(5):29–37. 

• Y. Rao. 2016. Contextual sentiment topic model for adaptive social emotion 

classification. IEEE Intelligent Systems, 31(1):41–47. 

• Y. Rao, Q. Li, X. Mao, and W. Liu. 2014b. Sentiment topic models for social emotion 

mining. Information Sciences, 266(5):90–100.

72



References…
• Y. Wang and A. Pal. 2015. Detecting emotions in social media: A constrained 

optimization approach. In Proceedings of the 24th International Joint Conference on 
Artificial Intelligence (IJCAI).

• Y. Yang, D. Zhou and Y. He. 2018. An Interpretable Neural Network with Topical 
Information for Relevant Emotion Ranking, The 15th International Conference on 
Empirical Methods on Natural Language Processing (EMNLP), Brussel, Belgium.

• D. Zhou, X. Zhang, Y. Zhou, Q. Zhao, and X. Geng. 2016. Emotion distribution learning 
from texts. The 13th International Conference on Empirical Methods in Natural 
Language Processing (EMNLP), pages 638–647.

• D. Zhou, Y. Yang and Y. He. 2018. Relevant Emotion Ranking from Text Constraint 
with Emotion Relationships, The 16th Annual Conference of the North American 
Chapter of the Association for Computational Linguistics: Human Language 
Technologies (NAACL-HLT), New Orleans, Louisiana, USA.

73



Questions?
y.he@cantab.net

mailto:y.he@cantab.net

