
CHAPTER FOUR

Text-based personality prediction
using XLNet
Ashok Kumar Jayaramana, Gayathri Ananthakrishnanb,
Tina Esther Truemanc, and Erik Cambriad
aDepartment of Information Science and Technology, Anna University, Chennai, India
bDepartment of Information Technology, VIT University, Vellore, India
cDepartment of Computer Science, University of the People, Pasadena, CA, United States
dSchool of Computer Science and Engineering, Nanyang Technological University, Singapore, Singapore

Contents

1. Introduction 50
2. Related works 51
3. Method 53

3.1 Datasets 53
3.2 XLNet 54
3.3 XLNet fine-tuning 56

4. Results and discussion 57
5. Conclusion 62
Acknowledgments 62
References 62
About the authors 64

Abstract

Personality is a dynamic and organized set of characteristics that distinguish a person
in thinking patterns, behaviors, emotions, and motivations based on biological and
environmental factors. In particular, personality is a broad subject that is widely studied
in various domains such as mental healthcare, web intelligence, and recommendation
systems. Traditionally, researchers used psychology methods via psycholinguistic
approaches (word counting in specific texts) to identify personality. Recently, social
media data have been used for studies on personality. Psychologists and scientists
are determining the personality of a person with the Myers–Briggs Type Indicator
(MBTI) and Big Five model. Moreover, transformers-based models have shown better
results in natural language processing tasks with context-dependent features. In this
chapter, we propose a text-based personality prediction system using XLNet, which
learns bidirectional context via factorization order and relative positional encoding.
Experiments on two different gold-standard personality detection datasets show that
the proposed model obtains up to 4% accuracy improvement.
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1. Introduction

Human personality is a colorful and complex system. It defines a per-

son’s feelings, behavior, and thinking patterns. In particular, personality is derived

from an individual’s experience and environmental factors. Therefore, the

personality of an individual can change over time. However, adults relatively

maintain their core personality traits during adulthood [1–3]. Earlier research-
ers used countless characteristics of an individual to determine personality.

Nowadays, psychologists and scientists are determining the personality of a

person with the Myers–Briggs Type Indicator (MBTI) and Big Five model.

The MBTI is a personality type identification system that divides people

into 16 distinct personality types across four axes, namely, Introversion

(I)—Extroversion (E), Intuition (N)—Sensing (S), Thinking (T)—Feeling

(F), and Judging (J)—Perceiving (P). First, I—E measures the outer vs inner

world preference of an individual. Second, N—S measures the sensing vs

impression patterns of an individual. Third, T—F determines objective prin-

ciples and facts vs the emotional weights of an individual. Finally, J—P

measures a planned and ordered life vs a spontaneous and flexible life of an

individual.

TheBig Fivemodel is studiedwith five different personality types, namely,

emotionality (or neuroticism), extroversion, agreeableness, conscientiousness,

and openness (EXACO) [4, 5]. Neuroticism defines whether a person is sen-

sitive, nervous, depressed, anxious, has negative feelings, and has self-doubt.

Extroversion describes a person’s talkativeness, outgoingness, and high energy.

Agreeableness determines whether a person is cooperative, kind, trustworthy,

polite, friendly, generous, and straightforward. Conscientiousness reflects

whether a person is responsible, goal-directed, hard-working, and adheres

strictly to norms and rules. Openness defines whether a person is curious about

new ideas and new experiences. Some researchers use a six-factor model

(HEXACO) for identifying personality. The six-factor model includes a

new factor in addition to the Big Five model called honesty–humility. This

personality trait reflects whether a person is moral, fair, sincere, and avoids

greed [6].

Traditionally, researchers used psychology methods via psycholinguistic

approaches (word counting in specific texts) to identify personality [7].

Psychology methods are broadly studied in two categories, namely, qualita-

tive and quantitative. These categories are used in the form of case study,

experiment, observational study, survey, and content analysis. In recent
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years, social media has become popular among internet users. They express

their feelings and views in the form of audio, video, image, and text. These

data become complex in nature to identify personality. Therefore, researchers

used natural language processing (NLP), conventional machine learning, and

deep learning methods to identify personality. They learn BoW (Bag of

words) features and semantic context features. Moreover, the recurrent neural

networks in deep learning capture a unidirectional context, i.e., from begin-

ning to end and from end to beginning. However, Vaswani et al. [8] and

Devlin et al. [9] introduced attention-based models such as transformer

(encoder–decoder structure) and BERT (encoder structure) to capture

bidirectional context with sequential parallelization. Later, Yang et al.

[10] introduced a permutation language model (also called XLNet) to

capture bidirectional context via factorization order and relative positional

encoding. It has shown promising results over the BERT pretrained model.

Thus, we propose a permutation language modeling for personality detec-

tion. This chapters contributes to the following.

• Addresses the MBTI and Big Five model for personality detection

• Employs a permutation language pretrained model

• Outperforms the personality detection task than the state-of-the-art

models

The rest of this chapter is organized as follows: Section 2 describes the related

works; Section 3 presents the text-based personality detection framework

based on XLNet; Section 4 presents results and discussion; and finally,

Section 5 offers concluding remarks.

2. Related works

Researchers studied the automated personality type detection system

using various machine learning and deep learning models. The personality

type detection system is used in various applications such as managerial style

prediction [11], academic major selection [12], dentists’ career choice pre-

diction [13], college performance prediction system [14]. In particular, we

discuss the text-based research works on MBTI and the Big Five model.

Asghar et al. [15] investigated an attention-based BiLSTM for psychopath

personality trait detection using social media text such as Facebook and

Twitter. Their study indicated that the attention-based Bi-LSTM model

achieves 85% accuracy for detecting psychopath and nonpsychopath.

Stachl et al. [16] examined the Big Five personality model with six different

behavioral information of an individual. This behavioral information is
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collected from smartphones via sensor and log data. Their study indicated

that there are specific behavioral patterns in app usage, music consumption,

mobility, day and night activity, and overall phone activity. Also, the authors

suggested that there are benefits in terms of research and danger in terms of

privacy implications. Amirhosseini and Kazemian [17] developed the

MBTI-based automated personality type prediction system using the

XGBoost algorithm. Specifically, the authors divided the 16 distinct classes

into 4 binary classification tasks. They trained the binary classifier using

TF-IDF features on each of the personality types separately. Their study

indicated that the XGBoost model has shown reliability and better accuracy.

Hernandez and Scott [18] performed the recurrent neural network to classify

theMBTI personality type dataset. The authors divided the 16MBTI classes

into 4 binary tasks. Therefore, they trained four binary classifiers instead of a

multiclass classifier. Their results indicated that the proposed RNN model

achieves an average accuracy of 54.4% for the posts classification and 67.8%

for user classification.

Ozer and Benet-Martinez [19] studied the personality characteristics and

consequential outcomes using variousmeta-analyses. Their study claimed that

the personality effects are influencing each of us while aggregating at the pop-

ulation level. Li et al. [20] proposed a multitask learning framework to predict

emotional behavior and personality traits. Their study indicated that the con-

volutional neural network (CNN) achieves better performance on various

personality and emotion datasets. Kazameini et al. [21] developed a bagged

SVMmodel using contextualized word embedding for personality trait detec-

tion. The authors have broken the essay dataset intomultiple chunks to extract

maximum information. These subdocuments are associated with the same

personality type. Later, they performed an SVM binary classifier to predict

the corresponding personality trait. This method achieves 59.03% accuracy

on average. Poria et al. [22] proposed a common-sense knowledge-based

architecture to detect personality from the text. They achieved 63.6% average

accuracy using the support vector machine (SVM). Majumder et al. [23] pres-

ented a CNN-based personality trait detection system. Their study indicated

that CNN outperforms for all five personality traits with different configura-

tions, and n-grammodels showed no improvement. In summary, the existing

researchers studied the personality type prediction system using a bag of

word features, context-independent features, and context-dependent features.

In this chapter, we propose the text-based personality detection system

using permutation language modeling, where it supports context-dependent

features via factorization order.
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3. Method

In this section, we present the text-based personality prediction system

using XLNet as shown in Fig. 1. We explain each part of this model as

follows.

3.1 Datasets
Weuse two datasets for the personality identification system such as theMBTI

dataset [24] and Essays dataset [25]. First, we use the MBTI dataset for the

personality type identification system. This dataset groups each individual

into 16 distinct personalities across four axes, namely, Introversion (I)—

Extroversion (E), Intuition (N)—Sensing (S), Thinking (T)—Feeling (F),

Fig. 1 The proposed model.
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and Judging (J)—Perceiving (P). In particular, the MBTI dataset contains

8675 user posts associated with their personality type as in Table 1. Each

personality type is encodedwith four letters like INTJ (introversion, intuition,

thinking, and judging). Second, we use the Essays dataset for the personality

type identification system. This dataset contains 2467 anonymous essays

associated with the Big Five personality measures such as emotionality

(or neuroticism), extroversion, agreeableness, conscientiousness, and open-

ness (EXACO) as in Table 2.

3.2 XLNet
XLNet is one of the latest pretrainedmodels that achieve promising results in

various NLP tasks such as document ranking, question answering, and sen-

timent analysis. Let x ¼ ½x1, x2,…, xT # be the given input text with length

T. Then, autoregressive language model ARLM maximizes the likelihood

in a unidirectional way, i.e., from the forward or backward factorization

order. This model fails to capture context information from both forward

Table 1 MBTI personality data distribution.
Personality #instances Personality #instances

ENFJ 190 INFJ 1470

ENFP 675 INFP 1832

ENTJ 231 INTJ 1091

ENTP 685 INTP 1304

ESFJ 42 ISFJ 166

ESFP 48 ISFP 271

ESTJ 39 ISTJ 205

ESTP 89 ISTP 337

Table 2 Essays personality data distribution.
Personality N Class Y Class #instances

Extroversion 1191 1276 2467

Neuroticism 1234 1233 2467

Agreeableness 1157 1310 2467

Conscientiousness 1214 1253 2467

Openness 1196 1271 2467
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and backward directions. Therefore, ELMo [26] is introduced to capture

context information from both forward and backward directions using a

bidirectional language model. However, this model concatenates the con-

textual information from both directions, which are separately learned from

the forward and backward directions. On the other hand, autoencoding

language model learns contextual information from both forward and back-

ward directions. Specifically, the BERT language model is designed to learn

context from its surrounding information. This model predicts the masked

words or tokens in the given input text. However, the BERT model has

some critical aspects such as independence assumption between masked

tokens, input noise, and context dependency. To address these critical

aspects, Yang et al. [10] proposed a generalized autoregressive language

model (XLNet). The XLNet uses factorization order and positional

encoding to learn bidirectional context information. The objective function

of this model is mathematically defined as in Eq. (1).

max
θ

Ez$ZT

XT

t¼1

log pθðxzt |Xz<t
Þ

" #
(1)

where ZT denotes the set of all possible permutations of the input sequence

with length T. zt denotes the current (t ' th) element. z<t denotes the pre-

vious elements (t' 1) of a permutation z�ZT. The objective function takes

the previous elements as the input context for predicting the current element

or token. In particular, the objective function considers the permutation-

based factorization order rather than the input sequence order. Let S ¼ I,

like, this, news be the input text. Then, the permutation order of this input

text is 4! Let [3! 1! 2! 4] and [1! 2! 4! 3] be the two sequence

orders. Now, we predict the target element “this,” which is computed as

P(this). This target element appears first in the first sequence order and

last in the second sequence order. However, the first sequence order has

no preceded elements to look over and the second sequence order looks

at all preceded elements to compute the probability of target element as

P(this | I, like, news). Moreover, the transformer-based XLNet architecture

uses two-stream self-attention mechanisms such as content stream and query

stream for achieving this kind of permutation language modeling. First, the

content stream self-attention mechanism encodes the context and content in

the form of the standard hidden state representations as in Eq. (2). Second, the

query stream self-attention mechanism encodes the context and positional

information as in Eq. (3).
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hðmÞzt
 AttentionðQ ¼ hðm'1Þ

zt
,KV ¼ hðm'1Þ

z(t
; θÞ (2)

gðmÞzt
 AttentionðQ ¼ gðm'1Þ

zt
,KV ¼ hðm'1Þ

z<t
; θÞ (3)

where Q, K, and V denotes the query, key, and value, and m denotes the

number of attention layers.

In addition, XLNet reduces the optimization problem in the auto-

regressive language model using partial prediction. This predicts the last ele-

ments in a factorization order. Therefore, the log-likelihood of a target

subsequence (z>c) is maximized that conditioned on a nontarget subsequence

(z(c) as in Eq. (4). Here, c is the cutting point of a subsequence. (Z>c) possesses

the longest contextual information in the factorization order (z). Moreover,

XLNet adopts the relative positional encoding and segment recurrencemech-

anism from Transformer-XL. These two techniques help XLNet to improve

the long-term dependency of the given input text. Therefore, XLNet pre-

trained model is used as an effective model for NLP tasks.

max
θ

Ez$ZT
log pθðxz>c

|Xz(c
Þ

! "
¼ Ez$ZT

Xjzj

t¼c + 1

log pθðxzt |Xz<t
Þ

" #

(4)

In addition, XLNet incorporates two important techniques from

Transformer-XL, namely, relative positional encoding and segment recur-

rence mechanism. These techniques help to improve the long-range depen-

dency of the input sequence. Therefore, XLNet is used as an effective

pretrained language model for NLP tasks.

3.3 XLNet fine-tuning
We use the XLNet pretrained model for identifying the personality of an

individual from text. It is developed in two variants, namely, XLNet base

model and XLNet large model. The XLNet base model represents 110M

parameters with 12 transformer layers, 12 attention heads, and 768 hidden

state units, and the XLNet large model represents 340M parameters with

24 transformer layers, 24 attention heads, and 1024 hidden state units.

These architectures represent the same as BERT base and BERT large

model. In particular, the BERT is build with the encoder structure of the

transformer, and XLNet is build with the decoder structure of the trans-

former. The XLNet accepts [CLS, A, SEP, B, SEP] as the input format,

where [CLS] and [SEP] are special elements or tokens to represent a

classification token and sentence differentiation, and [A] and [B] are input

segments. In the personality detection task, the given input sequence is
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aggregated by the token embedding, relative segment embedding, and rel-

ative position embedding. This aggregated input representation is fed to the

transformer blocks. Then, an output layer with softmax activation function

is added on the top of the XLNet transformers for calculating the output

probabilities for each category.

4. Results and discussion

We experimented with the XLNet base model in Google Colab Pro

on two different personality detection datasets, namely, the MBTI dataset

and essays dataset. The MBTI dataset contains 8675 user posts, where each

post is assigned with 1 of the 16 distinct personality types. We used the strat-

ified random sampling method to divide the dataset into training (7026),

validation (781), and testing (868) as in Table 3. Similarly, the essays dataset

Table 3 MBTI personality data split for training, validation, and testing.
Personality Training Validation Testing

ENFJ 154 17 19

ENFP 546 61 68

ENTJ 187 21 23

ENTP 554 62 69

ESFJ 34 4 4

ESFP 39 4 5

ESTJ 31 4 4

ESTP 72 8 9

INFJ 1191 132 147

INFP 1484 165 183

INTJ 884 98 109

INTP 1057 117 130

ISFJ 134 15 17

ISFP 220 24 27

ISTJ 166 19 20

ISTP 273 30 34

Total 7026 781 868
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contains 2467 essays, where each essay is associated with the Big-Five

personality type. This dataset is divided into training (1998), validation

(222), and testing (247) for each personality type using the stratified random

sampling as in Table 4. For instance, the extroversion personality type is

divided into 80:10:10 for training (1998), validation (222), and testing

(247). Specifically, we expanded the shorten texts to full text (e.g., “aren’t”

into “are not”) using contraction map dictionary and removed punctuations

except for the period, question mark, and exclamation mark. We then repre-

sent these datasets into the input tokens, segment tokens, and position tokens.

These tokens are aggregated and fed into the proposed XLNet base pretrained

model. In particular, we conduct a 16-class classification task on the MBTI

dataset and five 2-class classification tasks on the essays dataset. For fine-tuning

task, we used Adam optimizer with learning rate 2e-5, 1000 input sequence

lengths, 8 epochs, 4 batch sizes, and 14,056 training steps for theMBTI dataset,

and Adam optimizer with learning rate 2e-6, 1000 input sequence lengths, 8

epochs, 4 batch sizes, and 4000 training steps for the essays dataset.

Moreover, the XLNet base model is constructed with 110M parameters.

It learns bidirectional context information via relative positional encoding

and factorization order. We use the standard evaluation metrics such as

precision (P), recall (R), and F1-score (F1) and their micro average, macro

average, and weighted average [29] for computing the performance of the

personality detection task. Table 5 shows the obtained validation and testing

results for the MBTI dataset. This table indicates that the proposed fine-

tuning model achieves 72% for micro precision, micro recall, and micro

F1-score for personality detection tasks in the validation and testing datasets.

Tables 6 and 7 show the five 2-class personality detection performances for

validation and testing. In these tables, the openness personality type achieves

64% for micro precision, micro recall, and micro F1-score for both valida-

tion and testing datasets. It is higher than the other personality types.

Table 4 Essays personality data split for training, validation, and testing.

Personality

Train (#1998) Valid (#222) Test (#247)

TotalN Y N Y N Y

Extroversion 965 1033 107 115 119 128 2467

Neuroticism 999 999 111 111 124 123 2467

Agreeableness 937 1061 104 118 116 131 2467

Conscientiousness 983 1015 109 113 122 125 2467

Openness 968 1030 108 114 120 127 2467
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The result comparison for the MBTI dataset is shown in Table 8. In this

table, Varma [27] performed various machine learning models in the ratio

of 60:40 (training: testing) and 70:30. The authors indicated that the logistic

regression model achieves 58.19% accuracy in the 60:40 ratio, and the logis-

tic regression and XG Boost models achieve 57.12% accuracy in the 70:40

ratio. Hernandez et al. [18] performed LSTM network as five 2-class

classifications on the MBTI dataset and achieved 54.40% accuracy. Uzsoy

[30] performed the BERT pretrained model using TPU (Tensor

Processing Unit). The authors achieved 68.10% accuracy with 1500 input

sequence lengths. Our proposed XLNet base model achieves 72% accuracy

using GPU. Then, the result comparison for the Big Five personality dataset

Table 5 Performance of the MBTI dataset.

Personality

Valid Test

P R F1 P R F1

ENFJ 0.82 0.82 0.82 0.65 0.79 0.71

ENFP 0.78 0.74 0.76 0.72 0.75 0.73

ENTJ 0.74 0.67 0.70 0.67 0.78 0.72

ENTP 0.64 0.68 0.66 0.76 0.70 0.73

ESFJ 0.67 1.00 0.80 1.00 0.75 0.86

ESFP 0.50 0.25 0.33 0.67 0.40 0.50

ESTJ 0.00 0.00 0.00 0.80 1.00 0.89

ESTP 1.00 0.50 0.67 0.80 0.44 0.57

INFJ 0.76 0.66 0.70 0.79 0.70 0.74

INFP 0.70 0.84 0.77 0.68 0.83 0.75

INTJ 0.69 0.73 0.71 0.76 0.65 0.70

INTP 0.68 0.70 0.69 0.71 0.75 0.73

ISFJ 0.71 0.67 0.69 0.74 0.82 0.78

ISFP 0.73 0.67 0.70 0.57 0.48 0.52

ISTJ 0.87 0.68 0.76 0.71 0.50 0.59

ISTP 0.89 0.57 0.69 0.76 0.65 0.70

Micro 0.72 0.72 0.72 0.72 0.72 0.72

Macro 0.70 0.64 0.65 0.74 0.69 0.70

Weighted 0.72 0.72 0.71 0.73 0.72 0.72
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Table 6 Validation performance of the essays dataset.
Personality Extroversion Neuroticism Agreeableness Conscientiousness Openness

Class P R F1 P R F1 P R F1 P R F1 P R F1

N 0.57 0.61 0.59 0.63 0.50 0.55 0.70 0.18 0.29 0.62 0.49 0.54 0.64 0.60 0.62

Y 0.61 0.57 0.59 0.58 0.70 0.64 0.56 0.93 0.70 0.59 0.71 0.64 0.64 0.68 0.66

Micro 0.59 0.59 0.59 0.60 0.60 0.60 0.58 0.58 0.58 0.60 0.60 0.60 0.64 0.64 0.64

Macro 0.59 0.59 0.59 0.60 0.60 0.59 0.63 0.56 0.50 0.60 0.60 0.59 0.64 0.64 0.64

Weighted 0.59 0.59 0.59 0.60 0.60 0.59 0.63 0.58 0.51 0.60 0.60 0.59 0.64 0.64 0.64

Table 7 Testing performance of the essays dataset.
Personality Extroversion Neuroticism Agreeableness Conscientiousness Openness

Class P R F1 P R F1 P R F1 P R F1 P R F1

N 0.51 0.66 0.61 0.60 0.54 0.57 0.69 0.21 0.32 0.63 0.52 0.57 0.62 0.64 0.63

Y 0.62 0.53 0.57 0.58 0.64 0.61 0.57 0.92 0.70 0.60 0.70 0.64 0.65 0.63 0.64

Micro 0.59 0.59 0.59 0.59 0.59 0.59 0.58 0.58 0.58 0.61 0.61 0.61 0.64 0.64 0.64

Macro 0.59 0.59 0.59 0.59 0.59 0.59 0.63 0.56 0.51 0.61 0.61 0.61 0.64 0.64 0.64

Weighted 0.60 0.59 0.59 0.59 0.59 0.59 0.62 0.58 0.52 0.61 0.61 0.61 0.64 0.64 0.64



is shown in Table 9. Our proposed method outperforms than the majority

baseline [21, 23], Mairesse [23, 28], CNN and Mairesse [21, 23], and

BB-SVM [21] models. In the BB-SVM model, the authors had broken

the essays into multiple subdocuments with 200 input sequence tokens.

Therefore, we indicate that our proposed XLNet fine-tuning model

achieves better results in both datasets.

Table 8 Result comparison for the MBTI dataset.
Authors Model Test

Varma (60:40) [27] RandomForest 39.53

XG Boost 57.87

Gradient Descent 41.10

Logistic Regression 58.19

KNN 16.45

SVM 35.52

Varma (70-30) [27] RandomForest 37.87

XG Boost 57.12

Gradient Descent 45.13

Logistic Regression 57.12

KNN 16.96

SVM 35.76

Hernandez et al. [18] LSTM 54.40

Uzsoy [30] BERT 68.10

Proposed XLNet-Base-FT 72.24

Table 9 Result comparison for the essays dataset.

Personality

Majority
baseline
[21, 23]

Mairesse
[23, 28]

CNN +
Mairesse
[21, 23]

BB-SVM
[21]

Proposed

Valid Test

Extroversion 51.72 55.13 58.09 59.30 59.01 59.10

Neuroticism 50.20 58.90 57.33 59.39 59.91 59.11

Agreeableness 53.10 55.35 56.71 56.52 58.11 58.30

Conscientiousness 50.79 55.28 56.71 57.84 59.91 61.13

Openness 51.52 59.57 61.13 62.09 64.41 63.56

Average 51.43 56.84 57.99 59.03 60.27 60.24

61Text-based personality prediction using XLNet



5. Conclusion

In this chapter, we presented a text-based personality prediction sys-

tem using permutation language modeling. This model captures bidirectional

context-dependent features via factorization order and positional encoding. In

particular, we expanded the shorten texts and removed punctuations except

for the period, exclamation mark, and question mark. These help us to main-

tain the segment context. We then performed a 16-class personality detection

system on the MBTI dataset and five 2-class personality detection systems on

the essays dataset. We evaluated the proposed fine-tuning model using preci-

sion, recall, F1-score, and their macro average, micro average, and weighted

average scores. Our results indicate that the proposed model achieves a 72%

micro F1-score on the MBTI dataset and a 60% micro F1-score on the essays

dataset. In future work, we desire to study the personality of an individual in

cybercrime activity in a large dataset with gender and age group.
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