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A B S T R A C T

Predicting stock price movements is a challenging task. Previous studies mostly used numerical features and news sentiments of target stocks to predict stock price movements. However, their semantics-based sentiment analysis is sub-optimal to represent real market sentiments. Moreover, only considering the information of target companies is insufficient because the stock prices of target companies can be affected by their related companies. Thus, we propose a novel Multi-source Aggregated Classification (MAC) method for stock price movement prediction. MAC incorporates the numerical features and market-driven news sentiments of target stocks, as well as the news sentiments of their related stocks. To better represent real market sentiments from the news, we pre-train an embedding feature generator by fitting the news to real stock price movements. Embeddings given by the pre-trained sentiment classifier can represent the sentiment information in vector space. Moreover, MAC introduces a graph convolutional network to capture the news effects of related companies on the target stock. Finally, MAC can predict stock price movements for the next trading day based on the aforementioned features. Extensive experiments prove that MAC outperforms state-of-the-art baselines in stock price movement prediction, Sharpe Ratio, and backtesting trading incomes.

1. Introduction

Recent developments in artificial intelligence and machine learning have caused significant impacts on the financial industry, specifically on quantitative stock prediction [1–3]. The development of an effective method for stock price movement prediction is critical for investors to grasp investment opportunities and also for security companies to reduce the risk caused by margin trading. The stock market is highly complex because stock prices are affected by many factors [4, 5]. Therefore, aggregating and using adequate information from different sources to improve the prediction performance of stock movements is a challenging task in both academia and industry.

Extensive research on stock price movement prediction has been performed by using quantitative indicators, including historical transaction data and technical indicators [2,6]. These indicators have been proven effective for predicting stock price movements. Event-driven trading is another widely used investment strategy because stock price movements are influenced with the release, dissemination and absorption of information [7–10]. In this sense, financial news is also a critical information source for investors, which affects their sentiments and investment behaviors, directly impacting stock prices [11,12].

By using Natural Language Processing (NLP) techniques, current studies combined financial news sentiment analysis with quantitative indicators to predict stock price movements [13–15]. The predefined sentiment dictionaries have been widely applied to analyze news sentiments for stock price prediction with their lexical sentiment scores used as sentiment features [14–18]. However, the performance of these dictionary-based methods highly depends on the knowledge quality and coverage of the dictionaries [19–22]. The lexical sentiment knowledge cannot be updated in time according to different market environments, e.g., bull and bear markets. Recently, deep learning-based models have been applied for sentiment analysis of financial news to improve stock price prediction [23–25]. These approaches used labeled data to learn sentiment polarities, i.e., positive, neutral, and negative, to fit stock price movements. However, these methods have two shortcomings: (1) Annotating a huge domain-specific sentiment analysis dataset is expensive and time-consuming; (2) The sentiment polarities based on semantic understanding and human annotation cannot reflect the real market sentiments [26] because these annotators are not investors who really have effects on market prices in real time.
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In addition, previous studies in event-driven stock price prediction mainly focused on a one-to-one problem, assuming the stock prices of a company are only affected by the news about the company itself, rarely considering the effects that the news about related companies could have [14–16]. However, with the rapid development of the market economy, listed companies in stock markets are interconnected by various relationships, such as the supply chain [27], the shareholding [28] and the industry competition relationships [29]. The crisis spillover effect indicates that the negative effects of a crisis in a company do not only affect the company itself but also spread to other related companies [30]. Therefore, it is essential to incorporate news about related companies into the stock price movement prediction of a target company.

In this paper, we propose a novel Multi-source Aggregated Classification (MAC) model for stock price movement prediction. Conceptually, the decision-making framework in stock market investment involves two main tasks, namely portfolio management and stock trading [31]. Portfolio management focuses on managing a batch of selective stocks in a long-term investment, while stock trading studies short-term trading strategies for individual stocks. Our research focuses on stock trading. The proposed MAC model can assist investors in achieving better decision-making by predicting the price movement of a specific stock on the next trading day. If the model predicts an ‘up’ signal for the next trading day, an investor may buy or hold the stock today. On the contrary, the investor may not buy or hold the stock if the model predicts a ‘down’ signal.

The MAC model integrates three feature sources, i.e., transaction data and technical indicators of target stocks, news about the target stocks, and news about their related stocks. We employ 31 robust quantitative indicators to represent the morphology of stock price movements. To represent news information, we pre-train a Chinese RoBERTa-based [32,33] embedding generator by fitting the news of a company to its real stock price movements on the next trading day, i.e., up and down. Thus, the news embeddings can reflect the real market sentiment, i.e., up is positive and down is negative. Then, we use the Graph Convolutional Networks (GCN) [34] to model the connections between a target company and its related companies. Lastly, the multi-source features are concatenated and fed into the Bidirectional Long Short-Term Memory (BiLSTM) networks [35] to predict stock price movements on the next trading day.

We demonstrate the validity of our MAC method with six target stocks corresponding to six different industries in the Chinese stock market. The results indicate that, in the evaluation of the stock price movement classification task, our MAC outperforms the state-of-the-art baseline, i.e., eLSTM [17] by 2.38% in accuracy (ACC) and 4.62% in Matthews Correlation Coefficient (MCC) on average. In terms of the financial evaluation, MAC exceeds eLSTM by 0.68 in Sharpe Ratio [36] on average, achieving large margins in the backtesting trading income, based on the recommended trading strategies. We also conduct systematic ablation studies to demonstrate the effectiveness of each feature source and of different pre-training methods, i.e., market-driven sentiment analysis and semantics-based sentiment analysis.

The contributions of this work can be summarized as follows:

• We propose a novel model for stock price movement prediction that incorporates features from different sources. To the best of our knowledge, this is the first method that incorporates news about related companies in this task.
• We propose an effective pre-training task for market-driven sentiment analysis to learn the representations of news in vector space.
• Our experimental results demonstrate the superiority of our model compared with state-of-the-art baselines. We also prove that the market-driven sentiment analysis pre-training is more effective than the semantics-based sentiment analysis pre-training.

The related studies show that it is critical to consider news-driven stock price prediction, where the news should be about both target companies and their related companies.

2. Related work

2.1. Information and stock price movements

The stock price movements are the results of the release, dissemination and absorption of multi-source information [7,37]. Material news events are essential sources of stock return volatility [9]. Jeon et al. [9] found that stock return volatility is significantly related to news quantity and content. Shi and Ho [38] indicated that negative news events would lead to abnormal volatility of stock prices in the short term. Strauss et al. [39] argued that excessive media attention and negative news would have negative effects on stock returns. In conclusion, news events are important driving forces of stock price movements.

The development of the market economy has caused the interconnection of listed companies through different relationships, such as the supply chain [27], the shareholding chain [28] and the industry competition [29]. In fact, the stock price movements of a company are influenced not only by the news about the company itself but also by the news about its related companies. Relevant studies on marketing and crisis management indicate that there is a spillover effect between related companies meaning that information about Company A will affect public cognition and judgment of Company B [40]. The magnitude of the spillover depends on the strength of their correlation [40]. Jacobs and Singhal [41] showed that negative public opinions of a listed company have a vertical spillover effect in the supply chain, which can lead to a decline in the stock price of its suppliers and customers. Moreover, when a parent brand suffers an adverse event, the sub-brands become vulnerable [42], and vice versa [40]. Moreover, several studies found that a brand crisis of a listed company may also spill over to its competitors [29,41,43], subsequently impacting the whole industry. Therefore, financial news about companies in the relationships of the supply chain, shareholding and competition is an important feature for predicting the stock prices of a target company.

The related studies show that it is critical to consider news-driven stock price prediction, where the news should be about both target companies and their related companies.

2.2. Stock price movement prediction

The prediction of stock price movements is a popular research area in academia and industry [1,2]. Quantitative indicators, including daily prices and technical indicators, such as the Moving Average (MA), the Williams Indicator (WR) and the Relative Strength Index (RSI), have been widely used for stock price prediction [1,6,28] as they can represent the morphology and trading behaviors of stocks in time series.

With the development of NLP, many studies combined financial news with quantitative indicators to improve the performance of stock prediction based on the behavioral finance theory [13,44]. Several studies applied sentiment lexicons to extract financial news features for stock price prediction [14–17,45]. Chen et al. [15] input the quantitative indicators and the news features extracted by a sentiment dictionary into their RNN-boost model improving the stock prediction performance in the Chinese stock market. Chen et al. [16] also improved the prediction performance of stock prices by incorporating daily price and news sentiment features into the LSTM [46] model. Li et al. [14] combined the quantitative indicators and news sentiments extracted from sentiment dictionaries into the LSTM-based model for stock price prediction in the Hong Kong market.
They reported that the prediction models using news sentiments extracted from finance domain-specific sentiment dictionaries could outperform the models that only use either technical indicators or news sentiments given by general sentiment dictionaries. Besides, machine learning-based methods have been used to extract financial news features for stock price prediction [1, 47]. Researchers commonly used manually labeled positive and negative sentiments to train a sentiment classifier for financial news [23–25]. For example, De Oliveira Carosia et al. [23] trained an ANN-based classifier by financial news in Brazilian Portuguese to extract news features. Their news had been manually labeled by experts according to the semantic sentiment. Sousa et al. [24] manually annotated 582 stock news articles as positive, neutral or negative to fine-tune a BERT [48] model for sentiment analysis of financial news.

However, the mentioned publications presented some shortcomings. On one hand, the dictionary-based methods commonly obtained sentiment features by using either the positive and negative word frequencies or the lexical sentiment scores. However, these methods highly depend on the quality and coverage of dictionaries, and they do not take into account the dependency information in the overall context [21]. Besides, the development of dictionaries relies on the great efforts of annotators, which can hardly be updated in time according to different stock market environments, e.g., bull and bear markets. On the other hand, the machine learning-based methods used human annotated sentiment analysis datasets to conduct supervised learning to obtain sentiment features. However, the datasets were annotated by the semantic interpretation of texts. The annotators are not real investors whose investments can impact the stock price movements in real time. Thus, there is a gap between the semantics-based sentiment features and the real market sentiment features. Lastly, the dictionary-based and machine learning-based methods did not take the news about related companies into account, although it has been reported that the related company news indeed impacts the stock prices of a target company according to the above empirical and theoretical studies.

3. Methodology

In this work, we propose a novel model that incorporates information from different sources, i.e., quantitative indicators of target stocks, news about target stocks and news about their related stocks. Following previous studies [14, 17], the task of our study is to predict stock price movement directions, i.e., up or down, of a target stock on the next trading day. The label $y_{t+1}$ is 1, if $C_{P_{t+1}} - C_P \geq 0$. Otherwise, the label $y_{t+1}$ is 0. $C_{P_{t+1}}$ is the closing price of a target stock on the trading day $t + 1$, and $C_P$ is the closing price on day $t$. We do not introduce an extra label for $C_{P_{t+1}} - C_P = 0$ because it is uncommon that the closing prices are exactly the same on two consecutive trading days.

As shown in Fig. 1, the proposed MAC model consists of four technical parts. Firstly (Section 3.1), we extract the quantitative indicators of the target stocks and the subseries of the quantitative indicators within a period of time $T$. The target stocks are the stocks for which we intend to predict the stock price movements on the next trading day. $T$ denotes the number of trading days before the stock price movement prediction day. $Q_{t\text{ar}}$ represents the quantitative indicators of a target stock ($t\text{ar}$) in $T$ trading days. Secondly (Section 3.2), the news features of target stocks in $T$ trading days ($N_{t\text{ar}}$) are given by an embedding generator, which is a pre-trained market-driven sentiment classifier based on Chinese-RoBERTa [33]. We use this classifier to obtain the embedding feature of each news title. The news embeddings of a target stock in a day are averaged. Subsequently, we obtain the news representations of the target stock in $T$ trading days. Thirdly (Section 3.3), we identify the important related stocks of the target stocks according to the cosine similarity of stock nodes. The news features of the important related stocks are also generated from the pre-trained classifier and averaged over a day, yielding the news representations of the important related stocks ($N_{t\text{rel}}$) of the relevant stocks, yielding the related stock news representations of the target stocks ($R_{t\text{ar}}$). Lastly (Section 3.4), the multi-source information ($Q_{t\text{ar}}, N_{t\text{ar}}$ and $R_{t\text{ar}}$) is concatenated and fed into a BiLSTM-based classifier to predict the stock price movements on the next trading day ($y_{t+1}$). The technical components are detailed in the following subsections. Table 1 summarizes the symbols used in this section.

### 3.1. Extraction of quantitative indicators for a target stock

Quantitative indicators are widely used as numerical features for stock price prediction. Quantitative indicators are composed of historical transaction data and technical indicators. Following previous studies [14, 17, 45], 31 popular quantitative indicators are selected in this study. The details of our employed quantitative indicators are shown in Table 2. The technical indicators are given by the equations presented in Appendix. The historical quantitative data of target stocks were collected using the RESSET platform.\footnote{Quantitative indicators are the collection of transaction data and technical indicators over several trading days. Technical indicators refer to mathematical operation outputs given historical transaction data, e.g., price, trading volume or time span. Different mathematical operations can yield different technical indicators to represent the morphology and investment behaviors of stock prices.}

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_P$</td>
<td>The closing price of a target stock on day $t$.</td>
</tr>
<tr>
<td>$T$</td>
<td>The number of trading days before the stock price movement prediction day.</td>
</tr>
<tr>
<td>$K$</td>
<td>The top-$K$ related stocks to a target stock.</td>
</tr>
<tr>
<td>$q_w$</td>
<td>$q_w \in \mathbb{R}^{1 \times 31}$, the quantitative indicators of a target stock on day $t$.</td>
</tr>
<tr>
<td>$Q_{t\text{ar}}$</td>
<td>$Q_{t\text{ar}} \in \mathbb{R}^{T \times 31}$, the quantitative indicators of a target stock within a time window $T$.</td>
</tr>
<tr>
<td>$e$</td>
<td>The market-driven sentiment embedding for a news title.</td>
</tr>
<tr>
<td>$n$</td>
<td>A daily news feature.</td>
</tr>
<tr>
<td>$M(\cdot)$</td>
<td>The news embedding generator based on the pre-trained market-driven sentiment classifier.</td>
</tr>
<tr>
<td>$n_{t\text{ar}}$</td>
<td>$n_{t\text{ar}} \in \mathbb{R}^{1 \times 31}$, the news features of a target stock on day $t$.</td>
</tr>
<tr>
<td>$N_{t\text{ar}}$</td>
<td>$N_{t\text{ar}} \in \mathbb{R}^{T \times 31}$, the news features of a target stock within a time window $T$.</td>
</tr>
<tr>
<td>$G = (V, E)$</td>
<td>$G$ is a stock relation graph. $V$ is the set of nodes (stocks), $E$ is the set of edges (relations).</td>
</tr>
<tr>
<td>$N_{t\text{rel}}$</td>
<td>$N_{t\text{rel}} \in \mathbb{R}^{K \times 31}$, the news features of $K$ related stocks on day $t$.</td>
</tr>
<tr>
<td>$N_{t\text{rel}}$</td>
<td>$N_{t\text{rel}} \in \mathbb{R}^{T \times K \times 31}$, the news features of $K$ related stocks within a time window $T$.</td>
</tr>
<tr>
<td>$A$</td>
<td>$A \in \mathbb{R}^{K \times K}$, an adjacency matrix.</td>
</tr>
<tr>
<td>$M$</td>
<td>$M \in \mathbb{R}^{T \times K \times T \times K}$, an adjacency matrix with $T$ time steps.</td>
</tr>
<tr>
<td>$H$</td>
<td>$H \in \mathbb{R}^{T \times K \times 31}$, the hidden states of GCN, representing the features of related stocks.</td>
</tr>
<tr>
<td>$R_{t\text{ar}}$</td>
<td>$R_{t\text{ar}} \in \mathbb{R}^{T \times 31}$, the news features of related stocks to a target stock within a time window $T$.</td>
</tr>
</tbody>
</table>
Due to different value ranges, each quantitative indicator is normalized using Min–Max normalization [45]. Then, the quantitative indicators of a target stock \((t_{\text{ar}})\) in the trading day \(t\) are denoted as \(q_{t_{\text{ar}}, t} = [O_{t_{\text{ar}}, t}, C_{t_{\text{ar}}, t}, \ldots, \text{Lower Band}_{t_{\text{ar}}, t}]\), \(t_{\text{ar}} \in \mathbb{R}^{1 \times 31}\) is a 31-dimensional vector.

Where \(q_{t_{\text{ar}}, t} \in \mathbb{R}^{1 \times 31}\) is a 31-dimensional vector.

We gather the quantitative indicators of a target stock over \(n\) trading days, where \(n\) denotes the time span of our training and testing data. For each training step that learns the stock price movement \((y_{t+1})\) at day \(t + 1\), we use the quantitative indicators from \(T\) \((T \in n)\) trading days before day \(t + 1\) to capture the time series information.

We do not consider all the historical data from day 1 because the ancient data could bring noise to the prediction of stock price movements on day \(t + 1\). We examine \(T\) with different values in Section 5.4. Then, the quantitative indicators within the window \(T\) are given by \(Q_{t_{\text{ar}}} = [q_{t_{\text{ar}}, t-T+1}, \ldots, q_{t_{\text{ar}}, t-1}, q_{t_{\text{ar}}, t}]\).

where \(Q_{t_{\text{ar}}} \in \mathbb{R}^{T \times 31}\) is the quantitative indicator feature matrix of a target stock.

3.2. Extraction of the news features for a target stock

In this section, we first introduce the pre-trained Market-driven Sentiment Classifier (MSC) that is used for generating news embeddings (Section 3.2.1). Then, we present the process of preparing the news features for a target stock based on MSC (Section 3.2.2).

3.2.1. Pre-trained market-driven sentiment classifier

In this section, we aim to pre-train a sentiment classifier driven by market sentiments to generate effective embedding features for news. The motivation is that there is a gap between semantic sentiment and market sentiment because the semantics of financial news cannot directly reflect investment behaviors. For example, the decrease in debt ratio and investment may have different effects on a company’s...
stock, although both statements semantically mean that the value of a financial indicator diminishes.

Thus, we hypothesize that the stock price movements can represent the real sentiment of investors towards a piece of news. We use news titles as input because a title can summarize the main idea of a piece of news. It is in line with related works which argue that news titles can extract the information more precisely than the news content in stock prediction [49,50]. The pre-training target is to predict the stock price movements of a company on the next trading day, given a news title of the company on the current day. We first collect 24,000 Chinese finance news about 32 stocks from 02/01/2018 to 12/10/2020.

The data were collected from Hundsun Electronics. According to the taxonomy of Hundsun Electronics, the collected news can be categorized into three classes, namely company information, business information and financial information. To avoid information leakage, the pre-training dataset does not contain either the target companies or their related companies that are examined in our main task. Then, according to the actual stock price movements on the next day of the news release, the news titles are labeled as positive (up and unchanged) or negative (down). We use Chinese-RoBERTa [33] as the encoder because it has been proved that RoBERTa is an effective pre-trained language model in many NLP tasks [51–56]. A news title is padded with CLS and SEP on both sides. Then, the padded sequence is fed into the RoBERTa encoder (\( \text{enc}() \)), yielding the hidden states (S) by

\[
S = \text{enc}(\text{CLS}, w_1, w_2, \ldots, w_{l}, \text{SEP}),
\]

where \( w \) denotes a token in a news title. \( l \) denotes the length of the input news title. \( S \in \mathbb{R}^{l \times 768} \). We use the embedding (e) that corresponds to the CLS position of S as the embedding of the news title

\[
e = S_{[\text{CLS}]},
\]

where \( e \in \mathbb{R}^{1 \times 768} \). Next, e is fed into a feedforward neural network (FNN) and a softmax to predict the market-driven sentiment labels (\( y^{\text{pre}} \)) during pre-training

\[
y^{\text{pre}} = \text{softmax}(\text{FNN}(e)).
\]

Cross Entropy loss is employed for pre-training, which is given by

\[
\mathcal{L}^{\text{pre}} = \text{CrossEntropy}(y^{\text{true}}, y^{\text{pre}}),
\]

where \( y^{\text{true}} \) denotes the ground truth pre-training label, i.e., positive or negative.

Thus, we can use the pre-trained sentiment classifier to generate market-driven sentiment embeddings (e) for a given input news title. In our downstream task applications, there is likely more than one news for a stock in a day. We average the news embeddings, yielding a daily news feature representing all news titles in a day

\[
n = \frac{1}{m} \sum_{i=1}^{m} e_i,
\]

where \( m \) is the number of news titles of the stock in a day. The workflow of generating news embeddings can be viewed in Fig. 2.

For simplification, we combine Eqs. (3), (4) and (7). Given a set of news titles of the stock on a trading day, we represent the daily news feature by

\[
n = \text{MSC}(\text{news}_1, \text{news}_2, \ldots, \text{news}_m),
\]

where \( \text{MSC}() \) denotes the news embedding generator based on the pre-trained market-driven sentiment classifier.

### 3.2.2. The news features of a target stock

We employ the pre-trained MSC module (\( \text{MSC}() \) in Eq. (8)) to extract news features (\( \text{news}_i \in \mathbb{R}^{1 \times 768} \)) for a target stock in day \( t \). If there is no financial news about the target stock on a trading day, the news feature is a 0-vector. Then, we prepare the news features of each target stock over \( n \) trading days for training and testing. Similarly, for each training step, we look up the news features from \( T \) trading days before the day (day \( t+1 \)) of stock price movement prediction. MAC employs a linear layer (\( \text{Linear}() \)) on the MSC output to reduce the dimensionality of news features for the target stock. Thus, the news features of a target company are given by

\[
\text{news}_t = \text{Linear}([\text{news}_{i,t-1}, \ldots, \text{news}_{i,t-1}, \ldots, \text{news}_{i,1}]),
\]

where \( \text{news}_t \in \mathbb{R}^{7 \times 200} \) is the news feature matrix of a target stock. \( \text{Linear}() \) is updated during the MAC training.

### 3.3. Extraction of news features for related stocks

The extraction of news features for related stocks is divided into three parts: firstly, the discovery of related stocks (Section 3.3.1), secondly, the news features of related stocks (Section 3.3.2), thirdly, the GCN-based information fusion of related stocks (Section 3.3.3).
3.3.1. Discovery of related stocks

The discovery of related stocks refers to the identification of the most related stocks to a target stock. We select several of the most related stocks in order to avoid introducing extra noise from less relevant news and also to reduce the computation cost. The stock relationships are collected from Qichacha.7

In total, we collected the relationship data for 3,495 stocks in the Chinese stock market. For each stock, we collected its relation data, including the supply chain (suppliers and customers), the shareholding chain (holding and being held) and the industry competitor relationships. Next, we identify the most related stocks to a target stock. Fig. 3 illustrates the process of the relevant stock discovery and the adjacent matrix construction for the most related stocks. First, we use the collected data about relationships to construct a stock relation graph. The graph \( G = (V, E) \) includes 3,495 nodes \( V \) and 22,886 edges \( E \). Each node denotes a stock, and each edge denotes the connection between two stocks. Then, we use a node2vec algorithm to embed the graph, yielding vector representations for all nodes. Next, given a target stock and its node2vec embedding, we use cosine similarity to identify the top-most related stocks to the target stock. The most related one among the top-K related stocks is the target stock itself because its cosine similarity is the highest. Finally, we construct an adjacency matrix \( A \in \mathbb{R}^{K \times K} \) which represents the relationships among the K most related stocks to each other. \( K \) is a hyperparameter. We examine \( K \) with different values in Section 5.4.

The adjacency matrix \( A \) is defined as Eq. (10). \( a_{ij} \) is the element of Matrix \( A \). If there is a connection between stocks \( s_j \) and \( s_i \), the conjunction \( a_{ij} \) is 1, otherwise is 0. The row and column are indexed with the relevant stocks that are sorted in descending order by the values of the cosine similarities.

\[
A = \begin{bmatrix}
    a_{1,1} & a_{1,2} & \cdots & a_{1,K} \\
    a_{2,1} & a_{2,2} & \cdots & a_{2,K} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{K,1} & a_{K,2} & \cdots & a_{K,K}
\end{bmatrix}
\]  

(10)

7 Qichacha (https://www.qcc.com/) is a leading information service in China, which focuses on enterprise credit and relationship information of companies.
where \( \tilde{D} = M \) steps (see Eq. (13)). Then, the news feature matrix (window with the time step the information fusion of related stocks based on the GCN model. We feature representations of its neighbors. Fig. 5 shows the procedure of between these nodes. Through the convolutional operation, the feature 
and its related stocks in a graph, we use the GCN model from the work of Kipf and Welling [34] to learn the graph, thereby fusing the information of related stocks. GCN is selected as it can effectively capture the structural information of nodes and edges [58,59]. The input of the GCN model contains: (1) a feature matrix including the features of each node and (2) an adjacency matrix showing the relations between these nodes. Through the convolutional operation, the feature of each node is updated by using the given adjacency matrix to fuse the feature representations of its neighbors. Fig. 5 shows the procedure of the information fusion of related stocks based on the GCN model. We first build the news feature matrix \( N_{tr} \) of related stocks by a rolling window with the time step \( T \) as input of the GCN (see Eq. (12)).

We also build the corresponding adjacency matrix \( M \) with \( T \) steps (see Eq. (13)). Then, the news feature matrix \( N_{tr} \) and the adjacency matrix \( M \) are fed into a GCN layer for the convolutional operation, which is presented as:

\[
H = \text{ReLU}(\tilde{D}^{-1/2}M \tilde{D}^{-1/2}N_{tr} \cdot W),
\]

where \( \tilde{D}^{-1/2}M \tilde{D}^{-1/2} \in \mathbb{R}^{(T \times K) \times (T \times K)} \) is a Laplacian matrix. \( \tilde{D} \in \mathbb{R}^{(T \times K) \times (T \times K)} \) is a diagonal degree matrix, where \( \tilde{D} = \Sigma M \). \( M \in \mathbb{R}^{(T \times K) \times (T \times K)} \) is the adjacency matrix. \( N_{ref} \in \mathbb{R}^{(T \times K) \times 768} \) is the news feature matrix of the related stocks. \( W \in \mathbb{R}^{768 \times 200} \) is the trainable weight matrix of the GCN layer. \( \text{ReLU}(\cdot) \) is the activation function. \( H \in \mathbb{R}^{(T \times K) \times 200} \) is the output of the GCN layer.

The feature vector of each node is updated by fusing the information of its neighbor nodes in GCN. In this way, the updated representation of each stock node contains the information of its related stocks on the same trading day. Next, we reshape the matrix \( H \) from 2-dimension \( \mathbb{R}^{(T \times K) \times 200} \) to 3-dimension \( \mathbb{R}^{(T \times K) \times 200} \). It is represented as

\[
H = [H_{t-T+1}, \ldots, H_{t-1}, H_t].
\]

where \( H_t \in \mathbb{R}^{K \times 200} \) is the matrix that includes \( K \) related stock feature vectors on the trading day \( t \).

\[ H_t \text{ can be represented as } \]

\[
H_t = [n'_{t,1}, n'_{t,2}, \ldots, n'_{t,i}, \ldots, n'_{t,K_t}].
\]

where \( n'_{t,i} \in \mathbb{R}^{1 \times 200} \) is the updated feature vector of the Top-1 related stock (the target stock as explained before) by fusing the information of its related stocks from Top-2 to Top-\( K_t \) on the trading day \( t \).

Lastly, we extract the feature vector \( n'_{t,i} \) on each trading day in the window size \( T \) to build the matrix \( R_{tar} \in \mathbb{R}^{(T \times K) \times 200} \), which represents the sequential news features of related stocks of a target stock in the past \( T \) trading days. \( R_{tar} \) is defined as

\[
R_{tar} = [n'_{t-T+1,1}, \ldots, n'_{t,1}, \ldots, n'_{t,i}].
\]

3.4. Prediction of stock price movements

BiLSTM is an effective sequential learning model, which achieves great performance in processing sequential data [60]. In this part, we leverage BiLSTM to capture temporal financial information to predict stock price movements. We also tested other popular NLP encoders, i.e., LSTM [46], GRU [61], Bi-GRU and Transformer [62], however, BiLSTM is the most robust model to perform this task. The process of BiLSTM-based stock price movement prediction is shown in Fig. 6.

Firstly, given the rolling window size of \( T \), the quantitative indicators of a target stock \( Q_{tar} \), the news features of the target stock \( N_{tar} \) and the news features of its related stocks \( R_{tar} \) are concatenated, which is denoted as \( X \). The input of BiLSTM is

\[
X = [Q_{tar} \oplus N_{tar} \oplus R_{tar}].
\]

where \( X \in \mathbb{R}^{T \times 431} \). \( \oplus \) denotes concatenation. \( x_{t-1}, \ldots, x_{t+1} \) are the concatenated daily features in \( X \), where \( x_t \in \mathbb{R}^{1 \times 431} \).

Then, \( X \) is fed into two BiLSTM layers (the number of BiLSTM layers is verified in Section 5.4) to discover temporal patterns for stock price movement prediction. We employ dropout (\( D(\cdot) \)) after each BiLSTM

\[
R_{t+1} = D(BiLSTM_M(\text{BiLSTM}_M(X))).
\]
where $h_{t+1} \in \mathbb{R}^{1 \times 256}$ is the concatenation of the last hidden states of the forward and backward outputs of BiLSTM $M_2$ with dropout. It is used for predicting the stock price movement on day $t+1$.

Finally, $h_{t+1}$ is fed into a dense layer and softmax to predict the probability of a movement label ($\hat{y}_{t+1}$)

$$\hat{y}_{t+1} = \text{softmax}(\text{Dense}(h_{t+1})).$$

We employ Cross Entropy loss to update the neural network

$$\mathcal{L} = \text{CrossEntropy}(\hat{y}_{t+1}, y_{t+1}).$$

where $y_{t+1}$ denotes the ground truth label, i.e., up or down.

4. Experiments

4.1. Datasets

The stocks used in our experiments are from the Chinese stock market. We select six representative target stocks (no intersection with the pre-training data) from different industries. These stocks have higher market capital and more financial news in their respective industries. The basic information of each target stock is shown in Table 3. We collected 54,969 news titles from January 2, 2018 to June 18, 2021, 11,040 of which were about the six target stocks, and the rest (43,929) were about the respectively related stocks. The statistics of training (80%), validation (10%) and testing (10%) sets are summarized in Table 4. Following previous research [14, 63], to maximally utilize the available data, we conduct a ‘walk forward testing’ method [63] to train and validate the model.

4.2. Baselines

To evaluate the performance of the proposed approach, we benchmark it against the baselines, including eLSTM, LSTM-news, GCN-S and RoBERTa. The baselines are described as follows:

- eLSTM [17] is a tensor-based event-driven LSTM model that effectively utilizes the news signals for stock price movement prediction. The authors developed a dictionary to generate sentiment features. The original settings of eLSTM and their developed dictionary are adopted in our benchmarking.
- LSTM-news [14] is an LSTM-based model for stock price prediction. The news sentiment features of the original work are given by an English financial sentiment dictionary. However, we cannot find the paired dictionary in Chinese. Thus, we employ our pre-trained MSC to generate news features. The quantitative indicators and model structure are implemented according to the original settings.
- GCN-S [28] is a GCN-based model for stock price movement prediction by incorporating a shareholding graph. The employed features are OP, CP, HP, LP and Vol (see Table 2). The original settings of GCN-S are adopted.
- RoBERTa [33] is one of the most popular and competitive methods for text analysis. The pre-trained RoBERTa is adopted to extract news features. In the experiments, the news features of target stocks on a trading day $t$ are directly used to predict stock price movements on the trading day $t+1$.  

Table 3

<table>
<thead>
<tr>
<th>Code</th>
<th>Name</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>000063</td>
<td>ZTE Corporation</td>
<td>Manufacturing of communications</td>
</tr>
<tr>
<td>000651</td>
<td>Gree Electric Appliances, Inc of Zhuhai</td>
<td>Manufacturing of electrical machinery</td>
</tr>
<tr>
<td>601800</td>
<td>China Communications Construction Ltd</td>
<td>Civil engineering construction</td>
</tr>
<tr>
<td>000876</td>
<td>New Hope Liuhe Ltd.</td>
<td>Farm and sideline food processing</td>
</tr>
<tr>
<td>600104</td>
<td>Saic Motor Ltd.</td>
<td>Automobile industry</td>
</tr>
<tr>
<td>601933</td>
<td>Yonghui Superstores Ltd.</td>
<td>Wholesale and retail trade</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Stock</th>
<th>Dataset</th>
<th>Start</th>
<th>End</th>
<th># tar</th>
<th># rel</th>
<th># days</th>
<th># up</th>
<th># down</th>
</tr>
</thead>
<tbody>
<tr>
<td>000063</td>
<td>Train</td>
<td>02/01/2018</td>
<td>21/10/2020</td>
<td>1992</td>
<td>3924</td>
<td>640</td>
<td>325</td>
<td>315</td>
</tr>
<tr>
<td></td>
<td>Val.</td>
<td>15/10/2020</td>
<td>09/02/2021</td>
<td>404</td>
<td>1547</td>
<td>83</td>
<td>46</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>10/02/2021</td>
<td>18/06/2021</td>
<td>784</td>
<td>2153</td>
<td>83</td>
<td>40</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>3543</td>
<td>8813</td>
<td>800</td>
<td>399</td>
<td>401</td>
</tr>
<tr>
<td>000651</td>
<td>Train</td>
<td>02/01/2018</td>
<td>14/10/2020</td>
<td>1422</td>
<td>2054</td>
<td>668</td>
<td>329</td>
<td>339</td>
</tr>
<tr>
<td></td>
<td>Val.</td>
<td>15/10/2020</td>
<td>09/02/2021</td>
<td>404</td>
<td>1547</td>
<td>83</td>
<td>46</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>10/02/2021</td>
<td>18/06/2021</td>
<td>784</td>
<td>2153</td>
<td>83</td>
<td>40</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>2610</td>
<td>5754</td>
<td>834</td>
<td>415</td>
<td>419</td>
</tr>
<tr>
<td>601800</td>
<td>Train</td>
<td>02/01/2018</td>
<td>12/10/2020</td>
<td>2098</td>
<td>3850</td>
<td>672</td>
<td>315</td>
<td>357</td>
</tr>
<tr>
<td></td>
<td>Val.</td>
<td>13/10/2020</td>
<td>08/02/2021</td>
<td>92</td>
<td>1424</td>
<td>84</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>09/02/2121</td>
<td>18/06/2021</td>
<td>67</td>
<td>2162</td>
<td>84</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>368</td>
<td>7436</td>
<td>840</td>
<td>387</td>
<td>453</td>
</tr>
<tr>
<td>000876</td>
<td>Train</td>
<td>02/01/2018</td>
<td>12/10/2020</td>
<td>623</td>
<td>2530</td>
<td>672</td>
<td>349</td>
<td>323</td>
</tr>
<tr>
<td></td>
<td>Val.</td>
<td>13/10/2020</td>
<td>08/02/2021</td>
<td>429</td>
<td>1561</td>
<td>84</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>09/02/2121</td>
<td>18/06/2021</td>
<td>569</td>
<td>2259</td>
<td>84</td>
<td>31</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>1261</td>
<td>6350</td>
<td>840</td>
<td>420</td>
<td>420</td>
</tr>
<tr>
<td>600104</td>
<td>Train</td>
<td>02/01/2018</td>
<td>12/10/2020</td>
<td>863</td>
<td>4474</td>
<td>672</td>
<td>331</td>
<td>341</td>
</tr>
<tr>
<td></td>
<td>Val.</td>
<td>13/10/2020</td>
<td>08/02/2021</td>
<td>464</td>
<td>2315</td>
<td>84</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>09/02/2121</td>
<td>18/06/2021</td>
<td>695</td>
<td>3578</td>
<td>84</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>2022</td>
<td>10367</td>
<td>840</td>
<td>411</td>
<td>429</td>
</tr>
<tr>
<td>601933</td>
<td>Train</td>
<td>02/01/2018</td>
<td>13/10/2020</td>
<td>399</td>
<td>1927</td>
<td>672</td>
<td>329</td>
<td>343</td>
</tr>
<tr>
<td></td>
<td>Val.</td>
<td>14/10/2020</td>
<td>09/02/2021</td>
<td>203</td>
<td>1221</td>
<td>84</td>
<td>35</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>10/02/2021</td>
<td>18/06/2021</td>
<td>274</td>
<td>2061</td>
<td>83</td>
<td>34</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>876</td>
<td>5209</td>
<td>839</td>
<td>398</td>
<td>441</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td>02/01/2018</td>
<td>18/06/2021</td>
<td>11040</td>
<td>43929</td>
<td>4993</td>
<td>2430</td>
<td>2563</td>
</tr>
</tbody>
</table>
We do not benchmark with FinBERT (a pre-trained language model in the financial domain) [64] because it does not support Chinese text.

4.3. Setups

The basic framework of our model is performed by using Keras and TensorFlow. The batch size is 32 and the maximum number of training epochs is 200. The early-stop mechanism is employed to automatically stop the training process and reduce the overfitting risk.

We adopt the Adam optimizer with an initial learning rate of 0.001 to train the model parameters. The dimension of BiLSTM hidden states is 128. The activity regularization L2 (0.001) is applied to the weight matrix of kernel. In particular, several experiments are carried out to explore the optimal time step $T$ within $\{1, 2, \ldots, 14\}$, the number of related stocks $K$ within $\{1, 2, \ldots, 15\}$, and the number of BiLSTM layers within $\{1, 2, 3, 4\}$, based on the validation sets. These hyperparameters are verified in Section 5.4. We report the benchmarking results on the testing sets based on the optimal time step ($T = 6$), the number of related stocks ($K = 10$) and two BiLSTM layers.

4.4. Evaluation metrics

The evaluation of a data science model is difficult when applied to the financial domain [44]. Thus, we evaluate the proposed model in terms of classification performance and financial evaluation. To evaluate classification performance, following previous studies [17, 49, 50], accuracy (ACC) and Matthews Correlation Coefficient (MCC) are adopted as the evaluation metrics. MCC can avoid data imbalance biases. The two metrics are defined as follows:

$$ ACC = \frac{TP + TN}{TP + TN + FP + FN}, $$

$$ MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} $$

where $TP$ is true positive, $FP$ is false positive, $TN$ is true negative and $FN$ is false negative.

For financial evaluation, we simulate stock trading according to the prediction results of stock price movements. We focus on trading returns and risks. Total money (TMoney) [65] and Sharpe Ratio [36] are adopted to evaluate the simulated trading performance. Sharpe Ratio is the average return earned in excess of the risk-free rate per unit of volatility or total risk. The annual risk-free rate is 3.0%. The annual risk-free rate is 3.0%. The annual risk-free rate is 3.0%

$$ TMoney = \text{Available Capital} + \text{Closing Price} \times \text{Number of Stocks}, $$

$$ \text{SharpeRatio} = \frac{\text{Rate of Return} - \text{Risk Free Rate}}{\text{Standard Deviation of Return}}. $$

5. Results

5.1. Results of stock price movement prediction

In this section, we compare the classification performance of our MAC model against the state-of-the-art baselines. The evaluation results of different models for six target stocks are shown in Table 5. It can be observed that our proposed method achieves the best performance for the six stocks in terms of both the ACC and MCC metrics, yielding at least 2.38% gains in ACC and 4.62% gains in MAC on average. Compared with eLSTM (the strongest baseline), we find that the GCN module can better capture the structural information of the stock correlation graph and aggregate the effects of related stocks.

The pre-training of market-driven sentiment classification also performs better. Besides, compared with LSTM-news which only uses the quantitative indicators and news features of the target stocks, the improvements of our method are presented with 7.81% and 15.88% gains in ACC and MCC, respectively, which demonstrates the effectiveness of using the news about related stocks. Next, compared with GCN-S, which uses a single shareholding graph and price features, the results demonstrate that our method can capture more effective stock relations and useful news features. The result of RoBERTa shows that it is a useful module for learning news features. However, the gap between RoBERTa and our MAC proves the advantage and necessity of both learning the time series information in the financial domain and integrating features from multiple sources.

In summary, the results indicate that the proposed method achieves significant improvements over the baselines by considering the sequential dependencies of financial data, market-driven sentiment pre-training and incorporating information from multiple sources, such as news about related stocks.

5.2. Ablation studies

We conduct several ablation experiments to analyze the effectiveness of each feature of MAC, including (A) the quantitative indicators of the target stocks ($Q_{\text{tar}}$), (B) the news features of the target stocks ($N_{\text{tar}}$) and (C) the news features of the related stocks ($R_{\text{rel}}$). We use A+B+C to represent the proposed full MAC model. A, B, C, A+B and A+C are considered the baselines of the ablation study. The news features in B and C are given by our pre-trained MSC module. To demonstrate the utility of MSC and pre-training, we examine the other two feature generators as baselines. A+B+C represents the concatenation of all the features, where the news features are extracted from the original Chinese-RoBERTa without domain-specific pre-training. A+B+C represents the concatenation of all the features, where the news features are given by pre-trained semantics-based sentiment classifier. The classifier is also powered by Chinese-RoBERTa. However, we use a typical Chinese financial news sentiment analysis dataset (THUC-News’ [66, 67]) whose labels are given by the semantic interpretations of annotators to pre-train the classifier.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Metr. 000063</th>
<th>000065</th>
<th>601800</th>
<th>000876</th>
<th>600104</th>
<th>601933</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoBERTa</td>
<td>ACC 0.6017</td>
<td>0.5941</td>
<td>0.5688</td>
<td>0.5652</td>
<td>0.5909</td>
<td>0.5962</td>
<td>0.5862</td>
</tr>
<tr>
<td></td>
<td>MCC 0.1949</td>
<td>0.1855</td>
<td>0.0899</td>
<td>0.0685</td>
<td>0.1750</td>
<td>0.1744</td>
<td>0.1480</td>
</tr>
<tr>
<td>GCN-S</td>
<td>ACC 0.5676</td>
<td>0.5613</td>
<td>0.5962</td>
<td>0.5962</td>
<td>0.5897</td>
<td>0.5897</td>
<td>0.5835</td>
</tr>
<tr>
<td></td>
<td>MCC 0.1471</td>
<td>0.1272</td>
<td>0.2026</td>
<td>0.1348</td>
<td>0.1759</td>
<td>0.1136</td>
<td>0.1502</td>
</tr>
<tr>
<td>LSTM-news</td>
<td>ACC 0.6096</td>
<td>0.6078</td>
<td>0.5714</td>
<td>0.5897</td>
<td>0.5909</td>
<td>0.5974</td>
<td>0.5945</td>
</tr>
<tr>
<td></td>
<td>MCC 0.2174</td>
<td>0.2717</td>
<td>0.1144</td>
<td>0.1524</td>
<td>0.1840</td>
<td>0.1792</td>
<td>0.1864</td>
</tr>
<tr>
<td>eLSTM</td>
<td>ACC 0.6795</td>
<td>0.6383</td>
<td>0.6646</td>
<td>0.6218</td>
<td>0.6667</td>
<td>0.6220</td>
<td>0.6488</td>
</tr>
<tr>
<td></td>
<td>MCC 0.3548</td>
<td>0.3160</td>
<td>0.3147</td>
<td>0.2347</td>
<td>0.3326</td>
<td>0.2414</td>
<td>0.2990</td>
</tr>
<tr>
<td>Ours</td>
<td>ACC 0.7900</td>
<td>0.6828</td>
<td>0.6859</td>
<td>0.6346</td>
<td>0.6923</td>
<td>0.6402</td>
<td>0.6726</td>
</tr>
<tr>
<td></td>
<td>MCC 0.4017</td>
<td>0.3697</td>
<td>0.3593</td>
<td>0.2775</td>
<td>0.3821</td>
<td>0.2808</td>
<td>0.3452</td>
</tr>
</tbody>
</table>
The results of the ablation study are shown in Table 6. When we use the features individually (A vs. B vs. C) for stock price movement prediction, the news features (B and C) are more effective than the quantitative indicators (A). When we integrate two feature sources, the performance is improved with A+B outperforming A+C. This means that using the quantitative indicators and the news features of target stocks is more effective than using the quantitative indicators of target stocks and the news features of their related stocks. When we combine all the features in our MAC model, A+B+C obtains the highest ACC and MCC values proving the effectiveness of our model. On the other hand, the use of the original Chinese-RoBERTa (A+B+C) achieves the worst average results in comparison with A+B+C, A+B, and A+B+C.

Pre-training a Chinese-RoBERTa with a semantics-driven sentiment analysis dataset (A+B+C) can yield better results (+0.77% in ACC; +1.00% in MCC) than the original Chinese-RoBERTa (A+B+C). However, its performance is still weaker (−1.94% in ACC; −3.71% in MCC) than our proposed market-driven sentiment classification pre-training (A+B+C). This marked difference proves the effectiveness of our proposed market-driven sentiment classification pre-training due to more direct corresponding to actual stock market reactions towards news than the semantics-based sentiment polarity analysis.

### 5.3. Financial evaluation

In terms of financial evaluation, we performed simulations of stock trading (backtesting) according to the prediction results of different models. The backtesting data is based on the combination of the validation and testing sets of each target stock. The Buy & Hold strategy is adopted as an additional financial benchmark in this evaluation task. We take 10,000 RMB as the initial investment capital. And we assume that the transaction cost is zero during the backtesting trading. If the predicted label is 1 (up) on the next trading day (t + 1), we buy the target stock at the closing price of the current trading day (t), using all of the currently available capital. If the predicted label is 0 (down), we sell the stock at the closing price of the current trading day (t).

If the predicted label for the next trading day (t + 1) is the same as yesterday’s predicted label for the current trading day (t), we do not buy or sell. For the Buy & Hold strategy, we buy the stock at the beginning with all of the initial capital and hold it without any further operations [68,69]. Thus, the capital of Buy & Hold also reflects the price movements of the stock in real time. The backtesting trading results of all the target stocks are shown in Fig. 7. As seen, the proposed MAC model can gain more profits for all the target stocks than the baseline methods. The proposed method achieves positive returns on five target stocks, except for Stock 601933. However, MAC achieves lower losses than the baselines for Stock 601933, yielding more returns (745.96 RMB) than eLSTM. Therefore, the results of backtesting trading show that the proposed method can not only obtain a higher ACC (shown in Section 5.1), i.e., more accurate classification results, but also can capture more effective transaction signals to subsequently achieve higher profits. The Sharpe Ratio of different methods is shown in Table 7. A higher Sharpe Ratio means a higher return relative to the risk-free rate (3.0%). To a large extent, this is due to the dramatic decline in its market performance, as shown by the capital line (shown in Section 5.1), i.e., more accurate classification results, but also can capture more effective transaction signals to subsequently achieve higher profits. The Sharpe Ratio of different methods is shown in Table 7. A higher Sharpe Ratio means a higher return relative to the amount of risk taken. As seen in Table 7, the proposed MAC method achieves a higher Sharpe Ratio for all six target stocks.

The negative Sharpe Ratio of stock 601933 means the return does not exceed the risk-free rate (3.0%). To a large extent, this is due to the dramatic decline in its market performance, as shown by the capital line of the Buy & Hold strategy in Fig. 7. Nevertheless, the proposed method still achieves relatively better performance than the baseline methods. These results further indicate the validity and superiority of MAC.

### 5.4. Hyperparameter analysis

Financial data are typical time-series data. To capture temporal information, we perform several experiments in order to explore the optimal window size $T$ within $[1, 2, \ldots, 14]$. Besides, we also test the number of related stocks $K$ within $[1, 2, \ldots, 15]$ to capture enough useful information from related stocks, as well as to avoid introducing noise that can mislead target stock predictions. Last, we report the MAC model performance with different numbers of BiLSTM layers, i.e., 1, 2, 3 and 4. These experiments are conducted based on the validation sets of all the target stocks. The ACCs corresponding to different window sizes of the target stocks ($N_t$); ‘C’ denotes the news features of the related stocks ($N_R$); ‘A+B+C’ denotes the concatenation of all the features which are extracted from Chinese-RoBERTa that is pre-trained with a semantics-driven financial news sentiment analysis dataset and, lastly, ‘A+B+C’ denotes our proposed full MAC model.

<table>
<thead>
<tr>
<th>Features</th>
<th>Metric</th>
<th>000063</th>
<th>000651</th>
<th>601800</th>
<th>600876</th>
<th>600104</th>
<th>601933</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A($Q_{ta}$)</td>
<td>ACC</td>
<td>0.5779</td>
<td>0.5652</td>
<td>0.5803</td>
<td>0.5803</td>
<td>0.5741</td>
<td>0.5741</td>
<td>0.5753</td>
</tr>
<tr>
<td>MCC</td>
<td>0.327</td>
<td>0.3147</td>
<td>0.3274</td>
<td>0.3274</td>
<td>0.3208</td>
<td>0.3208</td>
<td>0.3224</td>
<td></td>
</tr>
<tr>
<td>B($N_{ta}$)</td>
<td>ACC</td>
<td>0.5890</td>
<td>0.6144</td>
<td>0.5741</td>
<td>0.5897</td>
<td>0.5769</td>
<td>0.5962</td>
<td>0.5961</td>
</tr>
<tr>
<td>MCC</td>
<td>0.1701</td>
<td>0.2682</td>
<td>0.3274</td>
<td>0.3274</td>
<td>0.2905</td>
<td>0.2905</td>
<td>0.2924</td>
<td></td>
</tr>
<tr>
<td>C($N_{R}$)</td>
<td>ACC</td>
<td>0.5867</td>
<td>0.6138</td>
<td>0.5786</td>
<td>0.5833</td>
<td>0.5833</td>
<td>0.5976</td>
<td>0.5960</td>
</tr>
<tr>
<td>MCC</td>
<td>0.1656</td>
<td>0.2294</td>
<td>0.1218</td>
<td>0.1218</td>
<td>0.1240</td>
<td>0.1240</td>
<td>0.1253</td>
<td></td>
</tr>
<tr>
<td>A+B</td>
<td>ACC</td>
<td>0.6313</td>
<td>0.6340</td>
<td>0.5926</td>
<td>0.6169</td>
<td>0.6234</td>
<td>0.6173</td>
<td>0.6193</td>
</tr>
<tr>
<td>MCC</td>
<td>0.2560</td>
<td>0.3090</td>
<td>0.1660</td>
<td>0.1831</td>
<td>0.2405</td>
<td>0.2219</td>
<td>0.2294</td>
<td></td>
</tr>
<tr>
<td>A+C</td>
<td>ACC</td>
<td>0.6233</td>
<td>0.6340</td>
<td>0.5926</td>
<td>0.6169</td>
<td>0.6115</td>
<td>0.6013</td>
<td>0.6133</td>
</tr>
<tr>
<td>MCC</td>
<td>0.2438</td>
<td>0.3090</td>
<td>0.1444</td>
<td>0.1831</td>
<td>0.2188</td>
<td>0.1593</td>
<td>0.2097</td>
<td></td>
</tr>
<tr>
<td>A+B+C</td>
<td>ACC</td>
<td>0.6800</td>
<td>0.6621</td>
<td>0.6539</td>
<td>0.6218</td>
<td>0.6795</td>
<td>0.6220</td>
<td>0.6532</td>
</tr>
<tr>
<td>MCC</td>
<td>0.3671</td>
<td>0.3281</td>
<td>0.2986</td>
<td>0.2710</td>
<td>0.3583</td>
<td>0.2252</td>
<td>0.3081</td>
<td></td>
</tr>
<tr>
<td>A+B+C</td>
<td>ACC</td>
<td>0.6953</td>
<td>0.6690</td>
<td>0.6654</td>
<td>0.6218</td>
<td>0.6859</td>
<td>0.6282</td>
<td>0.6609</td>
</tr>
<tr>
<td>MCC</td>
<td>0.3872</td>
<td>0.3432</td>
<td>0.3165</td>
<td>0.2710</td>
<td>0.3706</td>
<td>0.2202</td>
<td>0.3181</td>
<td></td>
</tr>
<tr>
<td>A+B+C</td>
<td>ACC</td>
<td>0.7000</td>
<td>0.6828</td>
<td>0.6859</td>
<td>0.6346</td>
<td>0.6923</td>
<td>0.6402</td>
<td>0.6726</td>
</tr>
<tr>
<td>MCC</td>
<td>0.4017</td>
<td>0.3697</td>
<td>0.3593</td>
<td>0.2775</td>
<td>0.3821</td>
<td>0.2808</td>
<td>0.3452</td>
<td></td>
</tr>
</tbody>
</table>

Table 7

The Sharpe Ratio of different methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>000063</th>
<th>000651</th>
<th>601800</th>
<th>600876</th>
<th>600104</th>
<th>601933</th>
<th>000063</th>
<th>000651</th>
<th>601800</th>
<th>600876</th>
<th>600104</th>
<th>601933</th>
</tr>
</thead>
<tbody>
<tr>
<td>B&amp;H</td>
<td>0.0065</td>
<td>−1.1768</td>
<td>−0.8146</td>
<td>−2.0120</td>
<td>−0.0249</td>
<td>−2.5294</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCN-S</td>
<td>1.0378</td>
<td>0.4178</td>
<td>0.8530</td>
<td>−0.0029</td>
<td>1.5067</td>
<td>−1.7214</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RoBERTa</td>
<td>1.2566</td>
<td>−0.0382</td>
<td>0.8792</td>
<td>0.1258</td>
<td>1.2418</td>
<td>−1.7184</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM-news</td>
<td>1.3609</td>
<td>0.1043</td>
<td>0.9847</td>
<td>0.1969</td>
<td>1.2621</td>
<td>−1.9863</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eLSTM</td>
<td>2.3786</td>
<td>0.2975</td>
<td>1.6089</td>
<td>0.5676</td>
<td>1.8346</td>
<td>−0.9372</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>3.0053</td>
<td>1.0384</td>
<td>2.1627</td>
<td>0.9668</td>
<td>2.8595</td>
<td>−0.1238</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 7. TMoney of different models. ‘B&H’ denotes a Buy & Hold trading strategy.

Fig. 8. The prediction ACCs by different window sizes ($T$) and the different number of related stocks ($K$). The results are based on the validation sets of the six target stocks.
in stock movement prediction than positive news regarding stock rises. This indicates that negative news regarding stock falls has a higher utility than positive news. News-based model (A+B) has a higher utility in stock price movement prediction. The negative news about financial information (A+B+C_L) and business information (A+B+C_R) can be categorized as company information, business information and financial information (F), respectively. ‘A+B+C_L’ and ‘A+B+C_R’ use positive news (P) and negative news (A), respectively.

5.5. Breakdown analysis

As mentioned in Section 3.2.1, the news about listed companies can be categorized as company information, business information and financial information. On the other hand, news can also be categorized by sentiment polarities, e.g., positive news regarding stock rises and negative news regarding stock falls.

Here, we conduct the breakdown analysis to explore what types of news have higher utilities in predicting stock price movements based on the above categories. To conduct the experiments, we consider the news features from each class together with the quantitative indicators. The results of the breakdown analysis are shown in Table 8. Compared with the model integrating news about company information (A+B+C_L) and business information (A+B+C_R), the model integrating news about financial information (A+B+C) achieves better performance in ACC and MCC. It shows that financial information-related news has a higher utility in stock price movement prediction. The negative news-based model (A+B+C_L) outperforms the positive news-based model (A+B+C_R) by 1.12% in ACC and 1.81% in MCC on average. It indicates that negative news regarding stock falls has a higher utility in stock movement prediction than positive news regarding stock rises.

When all the news types are considered in our MAC model (A+B+C), the model achieves the highest ACC and MCC. The results demonstrate that the employed news types can complement each other, presenting the highest utility in the stock price movement prediction task.

6. Conclusion

In order to capture the news effect of related stocks, we propose a model by combining GCN and BiLSTM to predict stock price movements in the Chinese stock market. Our model integrates multi-source information, e.g., quantitative indicators, news about a target company, and news about the related companies of the target company. To achieve effective news embeddings, we pre-train a market-driven sentiment classifier, which reflects the sentiment of the real market and investors to a piece of news.

We examine our method on six target stocks that are from different industries. The experimental results show that our method surpasses the strongest baselines by at least 2.38% and 4.62% in terms of the averaged ACC and MCC, respectively. Regarding the financial evaluation, our model also performs better, showing more profits and a higher Sharpe Ratio than the state-of-art baselines. These results demonstrate that the prediction performance can be improved significantly by aggregating news features of related stocks. Moreover, the pre-trained market-driven sentiment classifier is more effective for news feature embeddings than the semantics-based sentiment polarity analysis due to more direct corresponding to actual stock market reactions towards news. In summary, the proposed method can achieve better performance for stock price movement prediction and provides better decision supports for investors to optimize their investment strategies and reduce risks caused by margin trading.

Our model presents some limitations that should be addressed in the future work. First, the model does not detect if a piece of news is real. A piece of news about a target stock may be fake information published by competitors for market competition. A fake news detector [68] should be introduced and the impacts of real and fake news on stock markets should be investigated in the future. Second, we find that figurative languages, e.g., metaphors, widely appear in financial news, which creates challenges for computational language understanding. To tackle this problem, metaphor processing technologies [69,70] could be introduced in order to paraphrase the metaphorical expressions into machine-friendly literal ones, thereby improving the prediction performance of stock price movements.
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Appendix

The Opening/Closing Price (OP/CP), Highest/Lowest Price (HP/LP), Volume of Trade (Vol), Turnover Rate (TurR), Daily Amplitude (DA), Daily Return (DR), Price-to-Earnings Ratio (P/E), Price-to-Book Ratio (P/B) and Price-to-Sales Ratio (P/S) in the Table 2 can be directly obtained from RESSET platform. The rest of the features are calculated as follows:

Moving Average (MA):

\[ M_{n}^{A}(P, n) = \frac{1}{n} \sum_{k=n+1}^{t} CP_{k}, \quad (A.1) \]

where \( n \) is the length of the time period.

Exponential Moving Average (EMA):

\[ EM_{n}^{A}(P, n) = a \times CP_{t} + (1-a) \times EM_{n-1}^{A}(n-1), \quad (A.2) \]

where \( a = \frac{2}{n+1} \) is the smoothing factor.

Weight Average (WMA):

\[ W_{n}^{MA}(P, n) = 100 \times \frac{\sum_{k=n+1}^{t} ([n-t+k] \times CP_{k})}{\sum_{k=1}^{t} n}. \quad (A.3) \]

Moving Average Convergence and Divergence (MACD):

MACD includes DIF, DEA, and MACD histogram:

\[ DIF_{t} = EM_{12}^{A}(P, CP) - EM_{26}^{A}(P, CP), \quad (A.4) \]

\[ DEA_{t} = EM_{9}^{A}(DIF_{t}, 9), \quad (A.5) \]

\[ MACD \text{ histogram} = 2 \times (DIF_{t} - DEA_{t}). \quad (A.6) \]

Relative Strength Index (RSI):

\[ RSI(n) = 100 - \frac{100}{1 + \frac{\text{Average Gain}}{	ext{Average Loss}}}, \quad (A.7) \]

Money Flow Index (MFI):

\[ MFI = 100 - \frac{100}{1 + \frac{\text{Positive Money Flow}}{\text{Negative Money Flow}}}, \quad (A.8) \]

where \( \text{Money Flow} = \text{Typical Price} \times \text{Volume}. \quad \text{Typical price} = \frac{HP + LP + CP}{3}. \)

Stochastic Indicator KDJ:

\[ RSV_{t}(n) = 100 \times \frac{CP_{t} - \text{Min}[L]}{\text{Max}[H] - \text{Min}[L]}, \quad (A.9) \]

\[ Slow_{k} = \frac{2}{3} \times Slow_{k-1} + \frac{1}{3} \times RSV_{k}, \quad (A.10) \]

\[ Slow_{t} = \frac{2}{3} \times Slow_{t-1} + \frac{1}{3} \times RSV_{t}. \quad (A.11) \]

where \( H \) and \( L \) are sets of highest prices and lowest prices in recent \( n \) days, respectively.

True Range (TR):

\[ TR_{t} = \max (H_{t} - LP_{t}; H_{t} - CP_{t-1}; LP_{t} - CP_{t-1}), \quad (A.12) \]

Average True Range (ATR):

\[ ATR_{t} = \frac{\sum_{k=1}^{t} TR_{k}}{n}, \quad (A.13) \]

Williams Indicator (WR):

\[ WR(n) = \frac{\max (H_{t} - CP_{t})}{\max (H_{t} - \text{Min}[L])}, \quad (A.14) \]

where \( H \) and \( L \) are sets of highest prices and lowest prices in recent \( n \) days, respectively. Bollinger Bands:

Bollinger Bands include UpperBand, MiddleBand, and LowerBand:

\[ \text{UpperBand}_{t} = MA_{t}(CP, 20) + 2 \times \text{std}(CP, 20) \]

\[ \text{MiddleBand}_{t} = 20 \times MA_{t}(CP, 20), \quad (A.15) \]

\[ \text{LowerBand}_{t} = MA_{t}(CP, 20) - 2 \times \text{std}(CP, 20), \quad (A.16) \]

where \( \text{std}(CP, 20) \) is standard deviation of \( CP \) in recent 20 days.
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