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Abstract—State-of-the-art personality prediction with text data
mostly relies on bottom up, automated feature generation as part
of the deep learning process. More traditional models rely on
hand-crafted, theory-based text-feature categories. We propose
a novel deep learning-based model which integrates traditional
psycholinguistic features with language model embeddings to
predict personality from the Essays dataset for Big-Five and
Kaggle dataset for MBTI. With this approach we achieve state-
of-the-art model performance. Additionally, we use interpretable
machine learning to visualize and quantify the impact of various
language features in the respective personality prediction models.
We conclude with a discussion on the potential this work has for
computational modeling and psychological science alike.1

Index Terms—Language Models, Automated Personality Pre-
diction, Psycholinguistic Features, NLP

I. INTRODUCTION

Personality traits are generally referred to as relatively stable
patterns of thoughts, feelings, and behaviors that have been
associated with a wide range of important life outcomes and
choices [1], [2]. Specifically, personality traits have repeatedly
been related to individual (e.g., well-being, psychopathol-
ogy), inter-personal (e.g., relationship satisfaction), and social-
institutional outcomes (e.g., occupational choices, job suc-
cess; [3], [4]). Hence, there is an increasing interest to develop
models that can use online data on human behavior and
preferences (i.e., digital footprints) to automatically predict in-
dividuals’ levels of personality traits for use in recommender-
systems [5], [6], product and service personalization [7], [8]
job screenings [9], social network analysis [10], and sentiment
analysis [11].

A. Personality Theories and Assessment

Across time, numerous taxonomies and models for the com-
prehensive and systematic description of human personality
have been proposed [12]. The five factor model (Big Five)
is most widely accepted in psychological science [13] and
consists of five broad dimensions of personality (Openness to
Experience, Conscientiousness, Agreeableness, Extraversion,
and Neuroticism or positively keyed, emotional stability).
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To get an estimate of an individual’s scores on each of these
dimensions, standardized self-report questionnaires are used
(e.g., NEO-PI-3, [14]). While personality assessment based
on the five factor, trait model is most commonly used in
personality science, the Myers–Briggs type indicator is another
widely used questionnaire in applied settings [15]. Unlike the
Big Five personality trait taxonomy (which conceptualizes
personality as latent trait scores), MBTI describes personality
in the form of 16 types that are created from the combination
of binary assignments to four dimensions: introversion versus
extraversion, sensing versus intuiting, thinking versus feeling,
and judging versus perceiving [15]. The Myers–Briggs Type
Indicator (MBTI) has been heavily criticized due to a mul-
titude of methodological shortcomings [16]. Still, it remains
one of the most widely administered personality inventories
in the world year [17].

B. Ethical Considerations

In classical personality assessment, self-report question-
naires are used to get an estimate for people’s assumed latent
trait levels. However, recent developments in the area of auto-
mated personality prediction, suggest that digital footprints and
behavioral data can be used to automatically infer peoples self-
reported personality trait levels with some degree of accuracy
and without explicit consent [18]–[20]. Computational person-
ality assessment is appealing, because it holds the promise to
remove the need to fill in questionnaires. While the perfor-
mance of these models is not high enough to allow for the
precise distinction of people based on their traits, predictions
can still be “right" on average and be utilized for personalizing
services and products and for digital mass persuasion [6]. In
that regard, computational personality trait assessment also
raises serious concerns with regard to individual privacy and
the conception of informed consent [21].

C. Personality and Language Use

Individual differences in language use have been considered
as reflections of psychological phenomena since the early
days of Freud [22]. In the last decade, numerous empirical
studies have linked peoples’ language use to their self-reported
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personality trait scores [20], [23]–[25]. For example, individ-
uals scoring higher on extraversion were found to use more
positive emotion words (e.g., great, amazing, happy) whereas
those higher in neuroticism were found to use first-person
singulars (e.g., I, mine, me) more frequently [26]. Initially,
these findings led to the development of psycho-linguistic
word-categorizations (e.g., Linguistic Inquiry and Word Count
- LIWC [26], [27]) to allow for the systematic analysis of
language data in psychology.

D. Rationale

One of the latest and most promising developments in
language-based personality assessment is the use of transfer
learning techniques. A language model is pre-trained using un-
supervised learning on large amounts of unlabeled data to gain
an understanding of the underlying structure of the language.
These language models have been used to obtain state-of-the-
art results across many famous NLP benchmarks including
GLUE [28] and SQuAD [29]. In this paper, we leverage the
power of these language models, perform extensive empirical
experiments and achieve state-of-the-art results across the
famous Essays [26] and Kaggle2 personality datasets. We
also study the contributions of traditional hand engineered
psycholinguistic features by analyzing the effects of individual
psycholinguistic features on predicting a particular personality
trait. Additional resources, syntax, and data are available in our
open-science repository for transparency and full reproducibil-
ity: https://osf.io/rg5tf/.

II. RELATED WORK

A large amount of research has been dedicated for auto-
mated personality prediction from the text modality. Earlier
works on author personality prediction focused on extracting
features from text based on the lexicon, syntax, writing style
and topic, followed by seeing which of these features are
highly correlated with personality traits using a correlation
metric such as the Pearson correlation [30]. Empirical results
using LIWC demonstrate its ability to detect meaning in
a wide variety of experimental settings, including to show
attentional focus, emotionality, social relationships, thinking
styles, and individual differences. Mairesse et al. [31] devel-
oped a document-level feature set for personality prediction,
consisting of 84 features. These text features are then fed
into traditional machine learning classifiers such as logistic
regression, support vector machine (SVM) [32], Naïve Bayes,
etc for getting the final personality prediction.

More recent work rely on the advances in deep learning and
make use of pre-trained word embeddings like Word2Vec [33]
and Glove [34] to build better performing personality pre-
diction models. It was found that combining commonsense
knowledge with psycho-linguistic features resulted in a re-
markable improvement in the accuracy [35]. Another work
in this direction is the famous 1-D CNN n-grams model
proposed by Majumder et al. [36], which achieved the state-
of-the-art personality prediction performance, until beaten by
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the language model based ensemble method (BB-SVM) by
Kazemeini et al. [37]. Recently, Mehta et al. [38] reviewed the
latest advances in deep learning-based automated personality
with a focus on effective multimodal personality prediction.

III. METHOD

A. Datasets

We used the following publicly available personality
datasets in our analyses:

1) Essays: The famous stream-of-consciousness dataset
consisting of 2468 essays written by students and annotated
with the binary labels of the Big Five personality traits which
were found by a standardized self-report questionnaire [26].

2) Kaggle MBTI: This data was collected through the
PersonalityCafe forum and hence, provides a diverse selection
of people interacting in an informal online social setting.
This dataset contains 8675 records of the last 50 things an
individual posted on the website along with their MBTI binary
personality type.

TABLE I
THE POINT-BISERIAL CORRELATION LEVEL BETWEEN THE SENTICNET

VALUES OF THE DOCUMENT CONCEPTS AND THE BIG FIVE PERSONALITY
TRAITS FOR THE ESSAYS DATASET. *P <.05. **P <.001, TWO-TAILED.

CORRELATION COEFFICIENTS WERE COMPUTED ON THE COMPLETE
DATASET.

O C E A N
Pleasantness 0.041* 0.066* 0.032 0.025 −0.075**

Attention 0.113** −0.026 0.013 −0.007 −0.017
Sensitivity −0.011 −0.052* −0.064* −0.034 −0.022
Aptitude −0.045* 0.112** 0.052* 0.081** −0.020
Polarity 0.000 0.081** 0.037 0.056* −0.058*

B. Feature Extraction

From the text data, we extract two different types of fea-
tures, namely, psycholinguistic features (a fixed set of features
previously found to have correlations with personality) and
language model embeddings.

1) Psycholinguistic Features: We extracted literature-
derived psycholinguistic features from the aforementioned text
datasets (P = 123). Additionally we retrieved meta-information
(called ’readability’) from the text and study the degree to
which these features are correlated with personality.

• Mairesse [31]: A total of 84 features which are made up
of LIWC, Medical Research Council [39], prosodic and
utterance-type features. These are the widely used ’hand
engineered’ features in traditional machine learning-
based personality prediction models.

• SenticNet [40]: A lexicon of over 100,000 commonsense
concepts annotated with learnt values of pleasantness,
attention, sensitivity, aptitude and polarity. We created our
own efficient concept parser to extract these values for the
longest length concept. The final value of this sub-feature
is the mean of all concepts extracted from the document.
The correlation between the these SenticNet features and
the Big Five personality traits is shown in Table I.
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TABLE II

MODEL Essays Kaggle MBTI

O C E A N Average I/E N/S T/F P/J Average

Majority Baseline 51.5 50.8 51.7 53.1 50.0 51.4 77.0 85.3 54.1 60.4 69.2
Majumder et al CNN model [36] 61.1 56.7 58.1 56.7 57.3 58.0 - - - - -

SOTA [37] [43] 62.1 57.8 59.3 56.5 59.4 59.0 79.0 86.0 74.2 65.4 76.1
Psycholinguistic + MLP 60.4 57.3 56.9 57.0 59.8 58.3 77.6 86.3 72.0 61.9 74.5

BERT-base + SVM 63.2 56.2 57.8 57.4 58.8 58.7 77.0 86.2 73.7 60.5 74.4
BERT-base + MLP 64.6 59.2 60.0 58.8 60.5 60.6 78.3 86.4 74.4 64.4 75.9

All features (base) + MLP 61.1 57.4 57.9 58.6 60.5 59.1 78.4 86.6 75.9 64.4 76.3
BERT-large + MLP 63.4 58.9 59.2 58.3 58.9 59.7 78.8 86.3 76.1 67.2 77.1

• NRC Emotion Lexicon [41]: A lexicon of over 14,000
English words annotated with values of 8 emotions:
anger, anticipation, disgust, fear, joy, sadness, surprise
and trust. The final value of this sub-feature is a 8
dimension vector, which is the mean of all values of
emotionally charged words present in the document.

• VAD Lexicon [42]: A lexicon of over 20,000 English
words annotated with their valence, arousal and domi-
nance scores. As above, the document VAD value is the
mean of all constituent words.

• Readability: A number of calculated readability mea-
sures based on simple surface characteristics of the text.
These measures are basically linear regressions based on
the number of words, syllables, and sentences.

2) Language Model Features: We experiment with mul-
tiple different language models (BERT [44], Albert [45] and
Roberta [46]), but we see similar performance across them and
hence only report results for BERT-base and BERT-large in the
paper. We perform extensive experiments to arrive at the opti-
mal configuration for the language model. Other configuration
factors which we finetune include the layer of the language
model embedding used (since studies have shown [47] that
different layers of a language model encode different linguistic
information within a sentence), choosing the token embedding
(CLS vs mean), method of text preprocessing and which part
of the text to select the 512 tokens from (e.g., first 512, last
512, first 256 and last 256).

C. Experimental Configuration

Since there is a variance in the model performance based on
the weight initialization and data order, we report aggregated
10 fold cross-validation performance of the outer resampling
loop, averaged over 10 seeds (Fig. 1). In our finetuning setup,
we experimented with logistic regression, SVM and a multi-
layer perceptron (MLP) with 50 hidden units and ’relu’ non-
linearity. The optimizer used was Adam [48] with a binary
cross entropy loss function. We report the results of the best
performing model in Table II. We also experimented with
larger MLP architectures while finetuning, however, it resulted
in no evident performance gain.
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Fig. 1. Figure illustrating the variance of performance over different initial-
ization seeds on the Essays dataset.

IV. RESULTS

A. Predicting Personality with Language Data

We achieve state-of-the-art results on the Essays and Kaggle
datasets. As can be seen in Table II, as expected, language
model-based approaches far outperform the traditional closed
vocab ones for personality prediction. However, we find that
using a larger language model does not always result in higher
performance. There is also a high variance in the predicted
accuracy (Fig. 1) across runs with different model initialization
seeds. The specific configuration of the language model used
(as discussed in Section III-B2) also yields high variance in
the model performance. For additional results, please refer to
the open-science repository of the project.

B. The Importance of Psycholinguistic Features

Interpretable machine learning can be helpful to discover
algorithmic biases and to discover invalid models (e.g., models
using the wrong information for predictions [49]). Here, we



Fig. 2. Word cloud visualization of the most important psycholinguistic features driving personality trait prediction. Word size indicates the mean SHAP
value.

analyzed the importance of the aforementioned psycholin-
guistic features using SHapley Additive exPlanations (SHAP)
values [50], to quantify and to better understand the influence
or predictors in a particular personality trait model.

In Fig. 2 and Tab. III we show results of the interpretable
machine learning analysis. Openness was best predicted by
the count of unique words, the number of 1st person singulars
and the number of words referring to cognitive processes
(e.g., cause, know, ought). Additionally, Fig. 2 suggests that
the number of apostrophes was predictive for openness too.
Openness is the personality trait dimension that is most
closely related to intellect as well as diverse experiences,
interests, and ideas [51]. Point-biserial correlations align with
those reported in past research [20], [24], [25] and highlight
linguistic characteristics with regard to high or low openness.

Predictions for the conscientiousness dimension were most
influenced by the number of self-references in an essay, the
number of causation words (e.g., because, effect), and the
fraction of unique words in all words of an essay. Correlations
between those features and conscientiousness are low, which

could hint at those effects to be non-linear or interactive. Also,
the correlation between conscientiousness and the number of
causation words does not match with previous findings that
reported negative [25] or no [24] linear association.

For the prediction of extraversion, the three most important
linguistic features were the imageability rating (the degree to
which words can evoke a clear mental image), the total number
of sentences in an essay and the mean age of acquisition rating
(estimate for when a word is on average learned as a kid) for
the words in an essay.

Predictions for the dimension of agreeableness were most
impacted by the total count of pronouns and swear words
as well as by the mean number of syllables per word. The
(negative) importance of swear words for the prediction of
agreeableness has been reported before [20] and could point
towards the tendency of agreeable people to act and to express
themselves in a more polite and kinder manner [52].

Finally, for the prediction of the Big Five personality trait
dimension neuroticism, our results suggest that the number of
apostrophes, the LIWC anger value and the average number of

TABLE III
THIS TABLE SHOWS THE TOP THREE MOST INFLUENTIAL FEATURES IN THE ESSAYS TASK FOR BIG FIVER PERSONALITY TRAIT SCORE PREDICTION.

ADDITIONALLY, THE POINT-BISERIAL CORRELATION LEVEL IS SHOWN. *P < .05. **P < .001, TWO-TAILED.

Trait Top psycholinguistic feature
for prediction Feature Description Point-biserial

correlation coefficient
Dic Count of unique words −0.173

I Count of 1st person singulars −0.136**O
Cogmech Cognitive processes (LIWC) 0.033**

Self Count of references to self 0.05*
Cause Causation (LIWC) 0.003C

type_token_ratio Ratio of type of words (unique words) to
the total number of words −0.037

IMAG Imageability rating (MRC) −0.011
sentences_per_paragraph Number of sentences in the essay −0.052*E

AOA Age of acquisition : the age at which
a word is typically learned 0.011

Pronoun Count of pronouns 0.023
Swear Number of swear words −0.117**A

Syllables Average number of syllables per word −0.016
Apostro Count of apostrophe usage 0.045*
Anger Anger value from Mairesse 0.077**N

Syllables Average number of syllables per word 0.035



syllables per word were most important. Additionally, Fig. 2
suggests words expressing anxiety and inhibition tendencies
were important for the prediction of neuroticism.

In summary the results of our interpretable machine learning
analysis partially align with past, associative findings from
personality psychology and underline the expressiveness of
language use for individual differences [53]. However, the
findings also highlight that simple linear-associative analyses
only poorly describe the relationship between linguistic fea-
tures in text and personality traits.

Our integrative and interpretive approach to language-based
personality prediction (bottom up an top down features) might
help to close that gap between computational and theory driven
approaches to personality science.

V. DISCUSSION

In this paper, we proposed a novel deep learning-based
model for language-based personality trait prediction. In this
model we used traditional psycholinguistic features and lan-
guage model embeddings as features. Additionally, we ana-
lyzed the contribution of individual psycholinguistic features
on the final prediction of a personality trait. Our results show
that language modeling features consistently beat conventional
psycholinguistic features. Overall the BERT-base + MLP
model dominated for the prediction of Big Five personality
traits and BERT-large + MLP was mostly superior for the
prediction of MBTI dimensions. The predictive performances
of our models beat the current state-of-the-art on the Essays
dataset by 1.6% and the Kaggle dataset by 1%. Furthermore,
findings from our interpretable machine learning analysis
partially align with past research in psychology [20], [24],
[25].

A. Limitations & Outlook

While our results show improvements to other deep learning
models using language data, there are a number of limitations
that affect the present study. In psychometric personality trait
assessments, personality is measured in continuous scores,
yet the available benchmark datasets mostly provide person-
ality traits scores in artificially binned form only. Future
studies should aim to use datasets that provide continuous
scores on personality traits. As common in language modeling
we tested different model settings (e.g., token embeddings)
on the complete dataset to identify optimal model settings
for performance evaluation. This approach can lead to an
overestimation of model performance. Hence, future studies
should evaluate different model settings using a nested cross-
validation approach [54].

Stachl et al. [49] talk further about the main challenges that
researchers face when building, interpreting, and validating
machine learning models for personality assessment. Another
big drawback is that there are discrepancies between markers
of self-assessed versus observed, and online versus offline per-
sonality. Besides, although our findings match prior evidence,
the result might vary based on the analyzed socio-cultural

group. Lewis [55] explored the diversity of individuals’ be-
havior further. Finally, future works will investigate whether
the application of SenticNet 6 [56] and the new Hourglass
model [57] can improve the accuracy of personality prediction.
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