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Abstract
Empathetic Response Generation (ERG) is a key task in affective
computing, aiming to produce emotionally nuanced and compas-
sionate responses to user queries. Existing ERG research, however,
is predominantly confined to the text modality, limiting its effec-
tiveness since human emotions are inherently conveyed through
multiple modalities. To this end, we introduce an avatar-based
Multimodal ERG (MERG) task, entailing rich text, speech, and fa-
cial vision information. We first present a high-quality large-scale
benchmark dataset, AvaMERG, which extends traditional text
ERG by incorporating authentic human speech audio and dynamic
avatar videos of talking faces, encompassing a diverse range of
avatar profiles and covering a broad range of topics from real-
world scenarios. Further, we deliberately tailor a system, named
Empatheia, for MERG. Built upon a Multimodal Large Language
Model with multimodal encoder, speech and avatar generators, Em-
patheia performs end-to-end MERG, with Chain-of-Empathetic rea-
soning mechanism integrated for enhanced empathy understanding
and reasoning. Finally, we devise a list of empathetic-enhanced tun-
ing strategies, strengthening the capabilities of emotional accuracy
and content, avatar-profile consistency across modalities. Exper-
imental results on AvaMERG data demonstrate that Empatheia
consistently shows superior performance than baseline methods
on both textual ERG and MERG. All data and code are available at
https://AvaMERG.github.io.
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1 Introduction
In recent years, the advent of Large Language Models (LLMs) [8–
10, 21, 32, 49, 57] has endowed machines with unprecedented levels
of intelligence, bringing us closer to the realization of Artificial Gen-
eral Intelligence (AGI). However, the true essence of AGI extends
beyond merely achieving human-level intelligent abilities; it must
also encompass emotional understanding and empathetic capabili-
ties comparable to those of humans. For instance, during human-
machine interactions, it is crucial for machines to comprehend hu-
man emotions and intentions [12, 16, 18, 24, 30, 31, 47, 51, 58]. This
necessity has driven the development of Empathetic Response Gen-
eration (ERG) [39], a task aimed at enabling machines to produce
emotionally nuanced and compassionate responses to user queries,
thereby facilitating emotion-aware conversations. Over the past
decade, ERG has garnered significant research attention [34, 41, 54].
Due to its ability to support emotional interactions with humans,
ERG has been applied in various practical scenarios, such as psy-
chological therapy and elderly companionship dialogue systems.

https://AvaMERG.github.io
https://doi.org/10.1145/3696410.3714739
https://doi.org/10.1145/3696410.3714739
https://doi.org/10.1145/3696410.3714739


WWW ’25, April 28–May 2, 2025, Sydney, NSW, Australia. Han Zhang et al.

I had a conversation with my boss today, and she gave me 
some feedback on my recent work.

Yes,  it didn’t go well. My boss said she’s disappointed with 
my work. I’ve been putting in so much effort, trying my best 
every day, but now I don’t know what else to do.

I’m sorry to hear that, it’s understandable to feel dis-
couraged. Don’t be too hard on yourself—use this as 
a chance to learn and improve. You’ve got this! 

Oh, you don’t look so well. Was the conversation not 
going smoothly?
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Figure 1: A snippet of avatar-based Multimodal Empathetic
Response Generation (MERG) with rich multimodal signals:
text (dialogue), audio (acoustic speech) and vision (dynamic
talking-head avatar).

Current ERG research, however, usually encounters significant
challenges due to its confinement to a singleton textual modality
as task definition. It is worthwhile to reflect on how humans natu-
rally express emotions; in many cases, the subtleties of emotions
are more effectively and comprehensively conveyed through non-
textual modalities. Specifically, in dynamic visual contexts, subtle
facial expressions and body movements can communicate richer
emotions and intentions. Simultaneously, in the auditory domain,
variations in speech intonation and pitch can also convey emo-
tional states that text alone cannot express. Figure 1 demonstrates a
multimodal empathetic dialogue process. Existing text-based ERG
tasks are restricted to providing users with mere textual responses,
which lack enough warmth and emotional resonance inherent in
human interactions, thereby falling short of achieving adequate em-
pathetic effects. Furthermore, from the user’s perspective, there is a
desire to express emotions directly through speech or talking-facial
video rather than being confined to text-based queries. In practical
applications, numerous ERG scenarios require the ability to accept
multimodal signal inputs and generate empathetic responses in mul-
timodalities, such as in psychological therapy, companion robots,
and electronic personal assistants. Unfortunately, there has yet to
be any research on avatar-based Multimodal Empathetic Response
Generation (MERG) within the community.

To bridge this gap, we present an Avatar-based Multimodal
Empathetic Response Generation benchmark dataset (namely,
AvaMERG). Building upon existing text-based ERG benchmark [39],
we further augment the dataset to include multimodal signals and
annotations. Specifically, for each utterance in the dialogue, we
provide 1) authentic human-reading speech and 2) dynamic talking-
face avatar videos (2D facial modeling) that both correspond to
the intended emotion. AvaMERG features a wide variety of avatar
profiles and covers broad common topics of real-world scenarios,
including multiple age groups, genders, vocal tones, intonations,
and appearances, thereby effectively simulating a diverse range
of multimodal empathetic dialogue scenarios in realistic environ-
ments.

We maintain the high quality of annotations through meticulous
manual verification, guaranteeing the emotional accuracy and con-
sistency of both the avatars’ speech and video. Finally, we compile
33,048 annotated dialogues with 152,021 multimodal utterances,
establishing a foundation for MERG research. A direct approach to
generating multimodal empathetic responses can be first produc-
ing the textual part of the response using existing text-based ERG
models (e.g., high-performing LLMs), and then through a pipeline
paradigm to invoke external well-trained speech generator and
talking-head generator (e.g., diffusion-based models) to generate
the corresponding multimodal content. However, there can be sev-
eral non-trivial issues and inherent challenges:

• First, ensuring the emotional accuracy across the text, audio,
and video is the most fundamental capability.

• Second, it is essential to maintain synchronization and con-
sistency among the three modalities in terms of content,
emotion, and style. Pipeline models often suffer from in-
adequate interaction between different modules, making it
difficult to guarantee consistency. For example, the gener-
ated speech may convey the emotion of a happy girl, while
the corresponding avatar depicts a crying boy.

• Third, the discrete approach (where LLMs invoke external
audio and video generators) can largely lead to the quality
decrease of the generated content due to error propagation.

To achieve high-quality MERG, we propose a novel Multimodal
LLM, termed Empatheia. Architecturally, we employ a multimodal
encoder to feed all input signals into the central LLM for compre-
hension and reasoning.We then utilize StyleTTS2 [23] as the speech
generation module and DreamTalk [33] as the Talking Face Gener-
ation module. By using continuous embeddings as the medium for
message passing, we connect the LLM to the frontend encoders and
backend cross-modal generation modules, resulting in a full end-to-
end system. Next, we optimize Empatheia by implementing a series
of tuning strategies. We first devise a Chain-of-Empathetic Inference
to assist the LLM to reason step-by-step, from understanding the
emotion to identifying the underlying rationale and intent, and ul-
timately determining how to respond to the user’s input. Then, we
introduce Content Consistency Learning, which encourages the LLM
to guide the two backend modules to produce speech and talking-
face avatar videos that align with the empathetic textual content.
Further, we propose a Style-aware Alignment and Consistency Learn-
ing mechanism to accurately identify the style signals transmitted
by the central LLM, and ensure consistency in the style of both
speech and video avatars, including emotion and profile. Finally,
we perform overall MERG tuning to achieve overall high-quality
multimodal empathetic responses.

We conduct experiments on the AvaMERG dataset, where the
results demonstrate that our Empatheia system generates both
textual and multimodal empathetic responses of higher quality
compared to baseline models. In-depth analyses further reveal the
underlying rationales for our model’s advancements. Overall, this
work pioneers the research of MERG, contributing a benchmark
dataset and a strong-performing end-to-end MERG model, laying a
solid foundation for future exploration in multimodal empathetic
response generation.
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2 Related Work
ERG [36, 37] is one of the crucial tasks within the field of affective
computing, which aims at enabling dialogue models to produce
responses imbued with empathy during human-machine conversa-
tions. Due to its significant practical applications, ERG has attracted
substantial and sustained prior research attention [11, 26, 59]. Ex-
isting studies have developed various methods to enhance the per-
formance of ERG systems [2, 13, 41, 55].

Yet current ERG approaches can be limited to a single text modal-
ity, which significantly restricts their effectiveness. In real-world
dialogue scenarios, multiple modalities are often involved. As pre-
viously emphasized, multimodal information is crucial for gener-
ating more empathetic responses. Therefore, this paper tries to
pioneer the research of Multimodal Empathetic Response Genera-
tion (MERG) by presenting a novel benchmark. It is also noteworthy
that several recent related works have also touched upon multi-
modal ERG [53, 56].

However, we emphasize that these studies do not fully address
or cover all the modalities most relevant to empathy. Intuitively,
both audio (capturing variations in a person’s tone) and visual
(capturing facial expressions) modalities can be important, and
need to be simultaneously addressed. Moreover, it is insufficient
to rely solely on emoticon-type visual features. Effective ERG that
closely aligns with real-world application scenarios should present
authentic facial visual signals.

Unlike existing text-based ERG models and methods, achieving
multimodal emotional understanding and generating multimodal
signals requires the utilization of multimodal-related technologies.
First, our approach is related to research on Multimodal Large Lan-
guageModels (MLLMs), with our system being based on a backbone
MLLM. Various MLLMs, such as LLaVA [27], MiniGPT-4 [60], have
been investigated and widely validated for their strong semantic
understanding capabilities. However, most MLLMs are limited to
multimodal information comprehension yet do not support the
flexible generation of diverse modal content beyond text [1, 20, 42],
such as audio and visual outputs. Although there are a few MLLMs
that support the generation of various modal signals, such as NExT-
GPT [50] and Unified-IO 2 [29], these models, unfortunately, are
only capable of understanding and generating signals in general
scenarios. They lack sufficient capabilities in emotion detection
and emotional content generation. In other words, these MLLMs
are unable to generate emotionally expressive speech or talking-
face avatars. Therefore, we consider developing a novel MLLM for
MERG, which is able to accurately generate emotionally charged
speech and talking-face avatar videos. Additionally, we design a
series of emotion-enhancement training strategies to ensure that
our MLLM possesses highly-performing MERG capabilities.

3 AvaMERG Benchmark
3.1 Task Definition of MERG
Given a multimodal dialogue �̂�=(𝑄𝑖 |𝐷<𝑖 ), where 𝑄𝑖 denotes the
current 𝑖-th round multimodal user query input, and𝐷<𝑖 represents
the dialogue history, MERG task is to produce a contextually ap-
propriate and empathetic multimodal response 𝑅𝑖 for𝑄𝑖 , with each
utterance (i.e., 𝑄𝑖 and 𝑅𝑖 ) consisting of three content-synchronized
modalities: text 𝑡𝑖 , speech audio 𝑠𝑖 , and talking-face video 𝑣𝑖 , i.e.,
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Figure 2: Visualized statistics of AvaMERG dataset.

Table 1: Statistics of AvaMERG dataset.

Item Stats

Dialogue

#Train Set 24,696
#Valid Set 4,373
#Test Set 3,979
#Total 33,048
Avg. Words Per Utterance 14.68
Avg. Utterance Per Dialigue 4.6

Modality

Utterance Text 152,021
Speech Audio 152,021
Talking-head Video 152,021
Avg. Length (Sec) Per Aud/Vid 5.67

Avatar

Child (Male/Female) 3/3
Young (Male/Female) 25/17
Middle-aged (Male/Female) 4/4
Elderly (Male/Female) 5/4
Tone (Emphatic/Mild/Gentle) 14/38/13
Race 5

Emotion Text/Multimodal 32/7
Topic&Scenario 10

𝑄𝑖 /𝑅𝑖=(𝑡𝑞/𝑟𝑖
, 𝑠
𝑞/𝑟
𝑖

, 𝑣
𝑞/𝑟
𝑖

). This results in 𝐷𝑖={(𝑄1, 𝑅1), . . . , (𝑄𝑖 , 𝑅𝑖 )},
a total of 𝑖 round of a multimodal dialogue, includes the user query
𝑄𝑖 and model response 𝑅𝑖 . The task requires maintaining coherence
and emotional congruence across these modalities to ensure that
the generated response 𝑅𝑖 well aligns with the emotional cues in
user input and also context.

3.2 Dataset Construction
We construct our Ava-MERG dataset by augmenting the existing
pure-text ERG dataset, Empathetic Dialogue (ED) [39], where the
textual empathetic response 𝑡𝑖 ∈ 𝑅𝑖 with the query’s corresponding
emotion categories. First, we consider enriching the data with the
identity information for both participants in the dialogue, including
ages, genders, and also tone, such that MERG models can learn the
correct avatar profile for both audio and video.

As the OpenAI GPT-41 has been validated for its remarkable per-
formance in context understanding and thus extensively employed
for data generation [30, 50], here we also adopt GPT-4 for our an-
notation. We define four age periods (child, young, middle-aged,
elderly), binary genders (male, female), and three vocal tones (em-
phatic,mild, gentle). We ask GPT-4 to determine the above labels for
each utterance in ED. Since the data in the raw ED is ill-balanced,
e.g., most of the dialogues occurred between young or middle-aged
participants, we further employ GPT-4 to produce more dialogue
of ERG with above meta-information. Also, GPT-4 will detect the
dialogue topics.
1https://openai.com/index/gpt-4/, June, 2024

https://openai.com/index/gpt-4/


WWW ’25, April 28–May 2, 2025, Sydney, NSW, Australia. Han Zhang et al.

Human annotators with 3-person cross-checking are recruited
here to carefully check if the dialogue content, the meta-profile,
and the topics are correct and of high quality. This led to the textual
part of our AvaMERG data. Next, we create the multimodal part of
the information. First, we recruit a big number of English-speaking
volunteers of the above different ages, genders, and vocal charac-
teristics, and also different races (i.e., Asian, Caucasian, African,
Latino, Indian). Then, we assign and group different pairs of two
participants according to the profile determined in the AvaMERG
dialogue. Next, we let these annotators carefully read the utterance
text, with the correct emotional performance, including the tone,
pitch, timbre and micro-facial expressions, where we then record
their vocal speeches and talking-head videos. After the recordings,
we recruit another group of well-trained annotators to evaluate
each dialogue for content accuracy and emotional accuracy with
same 3-person cross-checking. We ask each annotator to check: 1)
whether the speech and video content match the content in textual
utterance; 2) whether the speech and video style (including age,
gender, tone, emotion) are consistent. Only the instance will be
accepted where all three annotators vote for approval. This results
in the final AvaMERG dataset.

3.3 Dataset Highlight
The data statistics are detailed in Table 1 and Figure 2. Here we
summarize the data characteristics that are key to MERG.

Large Scale and High Quality. AvaMERG comprises a total of
33,048 dialogueswith 152,021 utterances, which is large-scale enough
to uncover the immense potential of the task. Also the construction
undergoes a rigorous manual checking involving both textual and
multimodal content verification, ensuring its high quality.

Multimodal Dialogue. Dialogues in AvaMERG cover three modal-
ities: text, speech, and avatar video, which overcome the limitation
of single-modality in existing textual ERG benchmarks.

Avatar Profile Diversity. The avatars encompass 4 distinct age
groups, with each represented by male and female in 3 different vo-
cal tones. Also avatars come from different races. This rich diversity
of avatar profiles ensures the robustness of the MERG.

Emotion Diversity. AvaMERG includes 7 commonly occurred
emotions: sad, disgusted, surprised, contempt, happy, fear, and angry.

Broad Topic Coverage. AvaMERG covers 10 primary common
topics of real empathetic dialogue, along with hundreds of specific
subtopics, fully covering the wide range of potential real-world
applications for ERG.

4 Empatheia: MERG System
Figure 3 illustrates the overall architecture of our Empatheia sys-
tem. Overall, Empatheia consists of three main blocks: multimodal
encoding layer, LLM-based core reasoning layer, and multimodal
generation layer.

4.1 Multimodal Encoder
To perceive the multimodal dialogue inputs, we employ the Hu-
BERT [14] and CLIP ViT-L/14@336px [38] as the speech encoder
and avatar video encoder. Essentially, the latent representations
of synchronous text, speech, and talking face video should convey

Large Language Model

Speech Generator Talking-head 
Generator

[CoE Instruction]
[Dialogue Text]

Video Encoder

[Textual Response]:
I’m sorry to hear …
You’ve got this!

Content
Synchronizer

Style 
Disentangler

LoRA

🔥

Speech Encoder

Input Text Input Speech Input Video

Speech Projection Video Projection

Text Signal Features

Speech Signal Features

Video Signal Features

Figure 3: Architecture of our Empatheia MLLM for MERG.

consistent semantics, meaning that ideally, their embeddings are
aligned. We thus align the speech and avatar encoders’ representa-
tion into the LLM’s language semantic space via projections.

4.2 LLM-based Core Reasoner
LLM Backbone. The LLM serves as the “brain” of our system,
responsible for understanding multimodal signals, reasoning about
appropriate empathetic responses, and sending signals for multi-
modal generation. Given that Vicuna [3] is widely adopted as a
baseline for MLLMs [6, 25] and demonstrates superior performance,
we select it as our backbone LLM. After encoding the input multi-
modal dialogue �̂� , LLM is expected to output the representations
of 1) text tokens 𝑟𝑡

𝑖
, 2) speech signal tokens 𝑟𝑠

𝑖
, and 3) video signal

tokens 𝑟 𝑣
𝑖
. Here 𝑟𝑠

𝑖
and 𝑟 𝑣

𝑖
entail rich emotion and style features,

which all will be used for controlling the follow-up modules.

Chain-of-Empathy Reasoning. Empathy is an advanced human
capability that is challenging to interpret, and individuals often
engage in several steps of contemplation before responding as
listeners. Inspired by Chain-of-Thought [7, 52], we design a Chain-
of-Empathy (CoE) reasoning mechanism. Specifically, we guide the
LLM to think through the following progressive steps to gradually
derive the final empathetic responses more accurately and more
interpretably.

• CoE Instruction:
You are an empathetic conversational agent. Your goal is to under-
stand the user’s emotions and intentions, and respond or comfort
them with appropriate language that helps them feel understood
and cared for. Avoid rushing into your response; instead, carefully
consider each step before replying by following these steps, one
by one:
▶ Step-1. Event scenario. Reflect on the event scenarios that arise
from the ongoing dialogue.
▶ Step-2. User’s emotion. Analyze both the implicit and explicit
emotions conveyed by the user.
▶ Step-3. Emotion cause. Infer the underlying reasons for the
user’s emotions.
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▶ Step-4. Goal to response. Determine the goal of your response
in this particular instance, such as alleviating anxiety, offering
reassurance, or expressing understanding.
▶ Step-5. Generating empathetic response. Formulate a response
that addresses the user’s emotions and situation, ensuring it
reflects the reasoning from the previous steps. The output should
be purely focused on providing a thoughtful and empathetic
reply.

These steps simulate the thought process that humans typically
engage in. In the following § 5.1 we expand the training of the CoE
reasoning on our system.

4.3 Multimodal Generation
Multimodal Generator Backbones. Following the signal features
(𝑟𝑡
𝑖
, 𝑟𝑠

𝑖
, 𝑟 𝑣

𝑖
) from LLM, the backbone speech generator and talking-

head generator will produce the non-textual contents, respectively.
To ensure high-quality multimodal generation, we employ the cur-
rent state-of-the-art StyleTTS2 [23] and DreamTalk [33], respec-
tively. Note that these generators are well-trained before integrating
into our system. However, directly generating speeches and dy-
namic avatars would largely lead to the issues of inconsistency
of both content and style. That is, two aspects of consistency are
required: 1) Consistency of content, both the speech should be
synchronized with the talking-head video, both of which should be
further aligned with the textual response; 2) Stylistic Coherence,
the style within text/speech/vision, including both the emotion and
profile (age, gender, tone, appearance), should be kept consistent.
For natural and accurate MERG, maintaining synchronized content
and style across modalities is crucial.

For these purposes, we further design two modules before the
two generators: content synchronizer and style disentangler.

Content Synchronizer. The content synchronizer (CS) aims to
ensure that the speech and vision generators receive the correct
response content information. As shown in Figure 4(a), the module
is essentially a Transformer-based [45] variational auto-encoder
(VAE) [17]. mainly consists of two transformer blocks, which CS
encodes the 𝑟𝑡 into latent representation 𝑧𝑐 , fromwhich the decoder
reconstructs the content of speech 𝐶𝑠 and vision 𝐶𝑣 .

𝑧
𝑠/𝑣
𝑐 = EncCS (FFN(𝑟𝑡 ), 𝑞𝑠/𝑣𝑐 ) , (1)

𝐶𝑠/𝑣 = DecCS (FFN(𝑧𝑠/𝑣𝑐 ), 𝑞𝑠/𝑣𝑐 ) , (2)
where 𝑞𝑠𝑐 and 𝑞𝑣𝑐 represent learnable content query features for two
modalities, which are fed into the decoder along with the output
from the encoder.𝐶𝑠 guides the speech generator to produce speech
that correctly delivers the response text, while𝐶𝑣 guides the talking-
head generator to generate accurate mouth movements reflecting
the response text.

Style Disentangler. Style features (including emotions and pro-
files) can be subtly different in speech module and vision module.
The style disentangler (SD) module thus aims to disentangle the
style features from the LLM-output 𝑟𝑠

𝑖
and 𝑟 𝑣

𝑖
, for two modules,

respectively. As shown in Figure 4(b), similar to CS module, SD also
uses VAE blocks to disentangle the emotion and profile representa-
tions for speech and video:

𝑧
𝑠/𝑣
𝑒 = EncSD (FFN(𝑟𝑠 ), 𝑞𝑠/𝑣𝑒 ) , (3)

𝐸𝑠/𝑣 = DecSD (FFN(𝑧𝑠/𝑣𝑒 ), 𝑞𝑠/𝑣𝑒 ) , (4)

𝑧
𝑠/𝑣
𝑝 = EncSD (FFN(𝑟𝑠 ), 𝑞𝑠/𝑣𝑝 ) , (5)

𝑃𝑠/𝑣 = DecSD (FFN(𝑧𝑠/𝑣𝑝 ), 𝑞𝑠/𝑣𝑝 ) , (6)

where 𝐸𝑠/𝑣 are the disentangled emotion features. 𝑃𝑠/𝑣 are the
corresponding profile features. 𝑞𝑠/𝑣𝑒 and 𝑞𝑠/𝑣𝑝 denote the learnable
query features. Then, we fuse the 𝐸𝑠/𝑣 and 𝑃𝑠/𝑣 by a speech/video
style layer, and obtain the final speech/video style feature:

𝑆𝑠/𝑣 = 𝐸𝑠/𝑣 ⊕ 𝑃𝑠/𝑣 , (7)
which will be passed to two generators separately. To further regu-
late the successful extraction of emotional and profile-aware fea-
tures, we also fuse the emotion feature 𝐸𝑠 and 𝐸𝑣 into 𝐸, and the
profile feature 𝑃𝑠 and 𝑃𝑣 into 𝑃 . Then we use an emotion classi-
fier and a set of profile classifiers to predict the labels of emotion,
avatar’s age, gender, and tone.

5 Empathetic-enhanced Training Strategy
With the above Empatheia model architecture, we now empower it
with effective MERG capability via a series of training strategies.

5.1 Chain-of-Empathy Training
For the first stage, to teach Empatheia to learn how to perform CoE,
we perform supervised fine-tuning. For this training, we annotate a
set of CoE labels based on a subset of the Ava-MERG training data.
Then, as shown in Figure 5(a), this training only updates the core
LLM part for text generation, with Lora [15] technique.

L𝑒𝑚𝑝 = −
𝑁∑︁
𝑖=1

log 𝑃 (𝑥𝑖 |𝑥1, · · · , 𝑥𝑖−1) , (8)

where𝑥𝑖 denotes the output token of the LLM at 𝑖-th time step. Upon
completion of training, the LLM is capable of not only generating
empathetic responses but also providing a comprehensive CoE
reasoning process.

5.2 Content Consistency Learning
The aim of the second training stage is to encourage the content
signals output by CS module to guide the multimodal generator
in producing content-consistent speech and video. This requires
aligning the content representations of both sides. Therefore, as
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Figure 5: Illustrations of the proposed training strategies.

shown in Figure 5(b), we minimize the Euclidean distance between
𝐶𝑠 and the text embedding 𝐶𝑠 encoded by the text encoder in the
speech generator, as well as the distance between𝐶𝑣 and the audio
embedding 𝐶𝑣 encoded by the audio encoder in the talking-head
generator:

L𝑐𝑐𝑙 = ∥𝐶𝑠 −𝐶𝑠 ∥22 + ∥𝐶𝑣 −𝐶𝑣 ∥22 . (9)

Since the input text for the speech generator and the input audio
for the video generator are well paired, the CSmodule naturally pro-
duces consistent multimodal content signal features after training.
In this stage, we keep the LLM frozen to prevent it from forgetting
the empathetic response capability.

5.3 Style Alignment and Consistency Learning
Style Alignment Learning. For the third stage, on the one hand,
we aim to align the style features, ensuring that the multimodal
generators accurately interpret the style signals provided by the
SD module. As illustrated in Figure 5(c), we minimize the Euclidean
distance between 𝑆𝑠 (Equation 7) and the audio style features 𝑆𝑠
encoded by the style encoder in the speech generator, as well as
between 𝑆𝑣 and the video style features 𝑆𝑣 :

L𝑠𝑎𝑙 = ∥𝑆𝑠 − 𝑆𝑠 ∥22 + ∥𝑆𝑣 − 𝑆𝑣 ∥22 . (10)

Style Consistency Learning. On the other hand, the target style
features are not only exclusively composed of the predefined emo-
tion and profile features, but also include additional modality-
specific representations. For example, video style features may
depict facial variations under specific emotional states. To further
ensure style consistency across modalities, we constrain the SD to
disentangle pure emotion and profile representations. We here in-
troduce two classification losses for emotion and profile prediction:

L𝑐𝑙𝑠 =
1
𝑁

𝑁∑︁
𝑖

(
𝑀𝑒∑︁
𝑐

𝑦𝑖,𝑐 log(𝑝𝑖,𝑐 ) +
𝑀𝑝∑︁
𝑝

𝑝∑︁
𝑐

𝑦𝑖,𝑐 log(𝑝𝑖,𝑐 )) , (11)

where𝑀𝑒 represents the number of emotion categories, and𝑀𝑝 is
the set of categories for gender, age, and tone. In this stage, we also
fix the LLM to prevent loss of previously acquired capabilities. In
summary, the total loss for the third stage is:

L𝑠𝑎𝑐 = L𝑠𝑎𝑙 + L𝑐𝑙𝑠 . (12)

5.4 Overall MERG Tuning
The previous training steps effectively decompose the MERG task
into sub-processes of separate capabilities. To enhance the overall
performance of MERG, comprehensive end-to-end fine-tuning is
necessary. In this stage, we integrate all previous training processes,
and jointly fine-tune the LLM, CS, and SD modules. The overall
loss can be denoted as:

L𝑜𝑎𝑙 = L𝑒𝑚𝑝 + 𝛼L𝑐𝑐𝑙 + 𝛽L𝑠𝑎𝑐 . (13)
By jointly optimizing the components, we aim to improve the

consistency and accuracy of the generated speech and video outputs,
while maintaining the empathetic dialogue capabilities learned in
earlier stages. Furthermore, this unified fine-tuning stage allows
the model to leverage cross-modal interactions more effectively,
resulting in a more robust and coherent multimodal generation
system tailored to the MERG task.

6 Experiment
6.1 Settings
Baseline. In our preliminary experiment, to identify the most suit-
able backbone LLM, we compare Flan-T5 XXL [4], ChatGLM3-
6B [43], and Vicuna-7B [3]. Besides MERG, we also compare the
text ERG performance with existing models, including KEMP [22],
CEM [41] and CASE [59], where we evaluate our Empatheia using
only text queries for generating textual responses only. Since no
prior work addresses the MERG task, for the speech and video gen-
eration, we develop a pipeline-based baseline, where the LLM only
outputs the invocation commands for the two backend multimodal
generators, without feature embedding passing and end-to-end
joint training. It first generates response text from the LLM, then
passes the text into StyleTTS2 [23] to synthesize speech, and then
processes the speech using DreamTalk [33] to generate the corre-
sponding talking-head video.
Evaluation Metrics. For the text ERG task, we employ three evalu-
ation metrics: Emotion Accuracy (Acc), and Distinct metrics (Dist-1
and Dist-2) [19]. For speech generation, we use the 5-scale Mean
Opinion Score (MOS) [46] and Similarity MOS (SMOS) [28]. For
talking head generation, we adopt the Cumulative Probability of
Blur Detection (CPBD) [35], Structural Similarity Index Measure
(SSIM) [48] and SyncNet confidence score (Sync𝑐 𝑓 ) [5].
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Table 2: Comparisons of textual ERG on AvaMERG data. ↑:
the higher the better; ↓: the lower the better.

Model Acc ↑ Dis-1 ↑ Dis-2 ↑
KEMP [22] 35.87 0.41 1.78
CEM [41] 37.32 0.50 2.07
CASE [59] 40.96 0.54 2.14
Empatheia 48.51 2.69 14.76
w/o CoE 46.62 2.49 12.77
w/o SPC&VID 45.89 2.43 12.56

We also consider human evaluations. For textual ERG, we employ
4 human evaluation metrics: Empathy (Emp.), Coherence (Coh.),
Informativity (Inf.), and Fluency (Flu.). For MERG, we newly define
6metrics: Speech Content Accuracy (SCA), Video Content Accuracy
(VCA), Speech Style Accuracy (SSA), Video Style Accuracy (VSA),
Multimodal Content Consistency (MCC), and Multimodal Style
Consistency (MSC).
ImplementationDetails.Wefine-tune ourmodel using LoRA [15]
and DeepSpeed [40] techniques on a single 80GB A100 GPU. Each
Transformer block comprises four encoder-decoder modules in CS
and SD modules. To minimize training time and costs, we utilize
BF16 precision and gradient accumulation. Also, we pre-extract
content and style features for each speech and audio sample in the
training set.

6.2 Automatic Evaluation Results
First, we compare the performance of different methods on textual
ERG in Table 2, where we find that the Empatheia model performs
the best. When we remove the speech and talking-face video in-
formation, a decline in performance is observed (though it still
outperforms the baseline), indicating that multimodal information
aids in better empathetic understanding. Also, removing the CoE
strategy has the greatest impact on the response text, reflecting the
importance of CoE. Next, we examine the performance of MERG
in multimodal content generation, where we present the results of
speech generation and avatar generation in Table 3 and Table ??,
respectively. It is evident that our Empatheia model consistently
outperforms the pipeline system across all metrics for both speech
and avatar video generation. We also analyze the model’s ablation
results. Firstly, when using different LLMs as backbones, we observe
that Vicuna achieves better performance compared to ChatGLM3
and Flan-T5, so our subsequent evaluations are based on Vicuna.
Then, when we remove the CS and SD modules individually, we
observe a degradation in results, demonstrating the importance of
both modules. Finally, we evaluate the impact of different learn-
ing strategies, where each causes varying degrees of performance
decline, thus validating their effectiveness.

6.3 Human Evaluation Results
Since emotions represent a form of high-level human information,
the above automatic evaluation metrics might be insufficient for
assessing empathy-related capacities. Thus, we further present the
results of human evaluations on textual ERG and MERG in Table 4
and Table 5. It is evident that Empatheia system significantly out-
performs the baselines. Also, the model ablation results exhibit
trends similar to those observed in the automatic evaluations. As
seen, multimodal information contributes to enhanced empathetic

Table 3: Performance of MERG on AvaMERG for speech and
talking-head avatar generation.

Model Speech Talking-head Avatar
MOS ↑ SMOS ↑ CPBD ↑ SSIM ↑ 𝑆𝑦𝑛𝑐𝑐𝑓 ↑

Ground-Truth 4.35 4.81 0.20 1 3.93
Pipeline 3.88 3.97 0.08 0.43 1.95
Empatheia (ChatGLM3) 3.99 4.08 0.14 0.45 2.41
Empatheia (Flan-T5) 4.07 4.09 0.14 0.46 2.26
Empatheia (Vicuna) 4.16 4.33 0.15 0.49 2.76
w/o CS 3.90 4.07 0.08 0.44 2.21
w/o SD 3.83 4.10 0.11 0.41 2.16
w/o L𝑒𝑚𝑝 + L𝑐𝑐𝑙 + L𝑠𝑎𝑐 3.90 4.11 0.10 0.33 2.14
w/o L𝑐𝑐𝑙 4.04 4.25 0.13 0.45 2.36
w/o L𝑠𝑎𝑐 4.10 4.29 0.11 0.41 2.45

Table 4: Human evaluation on textual ERG.

Model Emp. ↑ Coh. ↑ Inf. ↑ Flu. ↑
KEMP [22] 2.97 3.11 2.80 4.13
CEM [41] 3.18 3.17 3.15 4.39
CASE [59] 3.03 3.21 3.14 4.31
Empatheia 4.33 4.02 3.95 4.67
w/o SPC&VID 4.12 3.98 3.67 4.49
w/o CoE 4.03 3.77 3.49 4.35

Table 5: Human evaluation on MERG.

Model SCA ↑ VCA ↑ SEA ↑ VEA ↑ MCC ↑ MSC↑
Pipeline 3.23 3.28 3.75 3.62 3.10 3.19
Empatheia 3.92 3.85 4.39 4.46 3.98 3.91
w/o CS 3.46 3.34 3.78 3.63 3.29 3.30
w/o SD 3.55 3.53 3.84 3.77 3.45 3.55
w/o L𝑒𝑚𝑝 + L𝑐𝑐𝑙 + L𝑠𝑎𝑐 3.33 3.47 3.92 3.78 3.51 3.70
w/o L𝑐𝑐𝑙 3.67 3.50 4.14 4.25 3.74 3.79
w/o L𝑠𝑎𝑐 3.88 3.82 3.99 4.04 3.81 3.74

Figure 6: Results on various emotions, ages, and genders.

understanding and generation. The effectiveness of the CoE mech-
anism is further confirmed. Moreover, the proposed CS and SD
modules, along with various sophisticated training strategies, influ-
ence the overall system performance consistently, again revealing
their efficacy and importance.

6.4 Analyses and Discussions
We now conduct more in-depth analyses of several key aspects of
Empatheia, offering further insights for better understanding.

Q1. How does Empatheia perform across different emotions,
genders, and age groups? Emotion prediction accuracy serves
as an indirect measure of the model’s capacity for empathetic un-
derstanding. We first study the emotion accuracy of Empatheia
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Figure 7: T-SNE visualization of emotion and profile features.

under varying emotions, genders, and age groups. As shown in
Figure 6, Empatheia is most sensitive to sad emotions. In terms
of gender, we observe that the model performs slightly better for
males compared to females, which might be attributed to the higher
number of male avatars compared to female avatars in the training
set. Regarding age groups, Empatheia’s accuracy in recognizing
children’s emotions is relatively low, potentially because children’s
facial expressions are more dynamic, or their emotional expression
patterns differ significantly from adults.

Q2. Has SD module successfully disentangled emotion and
profile features?While previous ablation experiments have vali-
dated the efficacy of the SD module, it remains uncertain whether it
has fully achieved the intended goal of separating emotion and pro-
file features. To explore this, we present the t-SNE [44] visualization
on the fused multimodal emotion representations in Figure 7, where
we select 500 samples with varying emotions from AvaMERG.

As shown, the results indicate that SD module significantly in-
creases the separation between different emotion categories while
clustering the representations of the same emotion. Similarly, the
patterns on profile features confirm that SD has successfully disen-
tangled the non-emotion avatar features.

6.5 Qualitative Case Study
Finally, we present two case studies to further demonstrate the spe-
cific multimodal empathetic generation capabilities of Empatheia,
as illustrated in Figure 8, where we compare the outputs of the
Pipeline baseline (without CoE). In the first instance, the user’s text
does not exhibit an explicit emotional inclination. However, the ac-
companying sad speech and facial expressions suggest that the user
may feel sentimental about “meeting a friend from middle school”.
The Pipeline model, lacking the integration of the CoE strategy,
generates an unempathetic response. Also, due to the absence of
a style synchronization mechanism, there are inconsistencies in
the emotions conveyed between the video and audio components.
In contrast, our Empatheia system not only produces high-quality
empathetic response content but also ensures that the speech and
talking avatar exhibit correct and consistent emotional expressions.
Similarly, in the second example, the Pipeline system erroneously
interprets the user’s emotion, mistakenly assuming that the user is
happy about securing second place, whereas Empatheia accurately

Current user query

Sad

One time I bumped into a friend from middle school. It 
really brought me back.

Response by Pipeline model×
That’s cool. It’s always interesting running into old friends.

Happy

Response by Empatheia

That sounds like such a bittersweet moment. It must be a little 
overwhelming to think about how much time has passed. How 
did it feel to see your friend again?

Sad&Empathy

√

Support

Current user query

Sad

I just won second place in the ballet competition.

Response by Pipeline model×
That’s amazing! Congratulations! You must be so proud of 
yourself.

Surprised

Response by Empatheia

You don’t look well. Second place is still a great achievement, 
though. What do you think could have gone differently?

Empathy

√

Support

Fear

Figure 8: Qualitative results of two testing instances.

identifies the user’s true emotional state through comprehensive
multimodal understanding. Furthermore, the Pipeline incorrectly
assigns the avatar’s identity, presenting a male voice paired with
a female avatar. On the contrary, our Empatheia shows outstand-
ing capability in correctly handling the avatar profile consistency
challenge.

7 Conclusion
In this paper, we pioneer a novel task of avatar-based MERG. We
first introduce AvaMERG, a large-scale high-quality benchmark
dataset for MERG, which extends traditional text-based ERG by in-
tegrating authentic human speech audio and dynamic talking-face
avatar videos. AvaMERG encompasses a diverse range of avatar
profiles and covers various real-world scenarios, providing a robust
foundation for multimodal empathetic dialogue research. Further,
we present Empatheia, a benchmark system tailored for MERG.
Based on a backbone LLM as the core reasoner, Empatheia leverages
a multimodal encoder, speech generator, and talking-face avatar
generator, forming an end-to-end system. We further enhance Em-
patheia with a Chain-of-Empathetic reasoning mechanism, and
implement a series of empathetic-enhanced tuning strategies, in-
cluding content consistency learning and style-aware alignment
and consistency learning, to ensure emotional accuracy and con-
tent/profile consistency across modalities. Experimental results
demonstrate that Empatheia consistently outperforms baseline
methods in both textual ERG and MERG tasks, highlighting the
efficacy of our approach.
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