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Abstract
Sarcasm poses a challenge in linguistic analysis due to its implicit nature, involving an intended meaning that
contradicts the literal expression. The advent of social networks has propelled the utilization of multimodal data
to enhance sarcasm detection performance. In prior multimodal sarcasm detection datasets, a single label is
assigned to a multimodal instance. Subsequent experiments often highlight the superiority of multimodal models
by demonstrating their improvements compared to unimodal models based on these unified labels across multiple
modalities. However, our investigation revealed that numerous instances of sarcasm cannot be identified using
a single modality. Humans employ the conflict between a statement and factual information as a cue to detect
sarcasm, and these cues can stem from different modalities. Then, a unified label for a multimodal instance may
be not suitable for the associated text or image. In this work, we introduce SarcNet, a multilingual and multimodal
sarcasm detection dataset in English and Chinese, consisting of 3,335 image-text pair samples. We provide
annotations for sarcasm in visual, textual, and multimodal data, respectively, resulting in over 10,000 labeled
instances. The separated annotation schema for unimodal and multimodal data facilitates a more accurate and
reasonable assessment of unimodal and multimodal models.
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1. Introduction

Sarcasm can be defined as a form of verbal irony,
that involves the use of language to mock, insult,
or convey contempt by expressing the opposite of
what is meant. Because of its pragmatic effect in
conveying opinions and sentiments (Mao et al.,
2022, 2023b), sarcasm is extensively utilized in
social media and online communication. On the
other hand, sarcasm often derives its connota-
tions not solely from textual content, but also from
contextual elements and image content (Cambria
et al., 2017; Yue et al., 2021; Frenda et al., 2022).
Both modalities can provide clues for detecting the
conflict between factual information and sarcastic
expressions, a crucial aspect for the task of sar-
casm detection (Yue et al., 2023).
Such multimodal characteristic renders tradi-

tional unimodal analysis methods inadequate, as
they overlook the intricate interactions between
text and images (Wang et al., 2022). For effec-
tive sarcasm detection, it is imperative to integrate
multimodal information comprehensively, thereby
enhancing the accuracy and robustness of the de-
tection mechanisms. In recent years, a multitude
of researchers have devoted significant efforts to
develop models to enhance multimodal informa-
tion fusion (Radford et al., 2021; Yue et al., 2022b;
Gandhi et al., 2023), yielding notable advance-
ments.
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However, constrained by quality dataset avail-
ability, a majority of these studies have relied on a
single dataset for experimentation, resulting in po-
tentially inconclusive findings and raising concerns
regarding the generalization capabilities of several
models (Xu et al., 2020; Pan et al., 2020; Wang
et al., 2020; Liang et al., 2022). Within the realm
of multimodal sarcasm detection, this paucity of
datasets has markedly impeded research progres-
sion. On the other hand, we notice that the existing
dataset contains only English text, which is insuf-
ficient for the realities of social networks that con-
tain multiple languages. Consequently, there has
been a growing appeal within the research commu-
nity for the development of new datasets to propel
advancements in the field (Liu et al., 2022).
By revisiting existing multimodal sarcasm detec-

tion datasets, we identified some shortcomings in
the labeling method. The existing labeling method
only defines a unified label for a multimodal in-
stance. The subsequent experiments may misuse
the unified label to test both unimodal and multi-
modal models. In this case, the experiments may
assume that a unified multimodal label also works
for the associated data from different modalities.
However, the incorrect label schema can result in
a biased evaluation in multimodal learning. For ex-
ample, in Table 1, given a multimodal sarcasm de-
tection dataset, empirical studies may misuse mul-
timodal labels assigned to image-text pairs to eval-
uate their image-only, or text-only baseline models
(see the label set in the middle column of Table 1).



Modalities Label New Label

Image 1 0

Text What a wonderful weather! 1 What a wonderful weather! 0

Multimodal 1 1

Table 1: Comparison of different labeling methods for multimodal sarcasm samples (“1” denotes sarcasm
and “0” denotes non-sarcasm).

Nonetheless, it is evident that identifying sar-
casm solely based on text or image is inappro-
priate due to the divergence between the factual
information (a picture of a cloudy day) and the
statement made (wonderful weather), as these el-
ements exist in separate modalities. Sarcasm be-
comes evident when considering the combination
of the text and image in Table 1, while each indi-
vidual modality alone does not convey sarcasm.
Therefore, the ground truth label set of the given
multimodal instance should be {0, 0, 1}, denoting
{image label, text label, multimodal label}, respec-
tively. We also find other cases such as {0, 1, 1}
or {1, 0, 1}, which will be investigated in detail in
Section 3.3.
Accordingly, we propose SarcNet, a new multi-

lingual and multimodal sarcasm detection dataset,
based on a different annotation schema. It con-
tains 3,335 image-text pairs in English (1,270) and
Chinese (2,065). We label data by unimodality and
multimodalities, separately and obtain 10,005 la-
bels. Each sample is cross-labeled by two inde-
pendent annotators. The annotators showed sub-
stantial or higher levels of agreement in the annota-
tion tasks, as evidenced by Cohen’s Kappa values
of 0.9032, 0.7129, and 0.9769 for textual, visual,
and multimodal labels, respectively.
Well-known unimodal and multimodal models

are employed to establish benchmarks on Sar-
cNet. Experiments were conducted with three
tasks. For image data, we examined CNN-based
(ResNet) and Transformer-based (ViT) models,
while text data were evaluated using CNN, RNN,
and Transformers. Among these, Transformer-
based models such as XLM-RoBERTa, endowed
with a larger number of parameters, achieved su-
perior accuracy (76.88%) and F1-score (73.36%).
Multimodal models facilitate enhanced integra-
tion of image and text information, resulting in
improved performance, with DT4MID leveraging
XLM-RoBERTa attaining the best results (accu-
racy of 82.73% and F1-score of 84.40%).

Our main contributions are summarized as fol-
lows:

• A new multilingual and multimodal sarcasm
detection dataset (SarcNet) is proposed. We
collected 3,335 image-text pair samples and
delivered 10,005 labels. To the best of our
knowledge, SarcNet is the first multilingual
and multimodal sarcasm detection dataset.1

• We revisit the labeling schema employed for
the multimodal sarcasm dataset and identify
several shortcomings. In our approach, each
sample within the dataset is labeled distinctly
for different modalities. Through a meticulous
evaluation and analysis of the dataset’s label-
ing schema, we aim to bolster interpretability
for the task of multimodal sarcasm detection.

• We perform extensive experiments and estab-
lish benchmarks on the dataset using well-
known baseline models.

2. Related Works

2.1. Multimodal Sarcasm Detection
Multimodal sarcasm detection combines tech-
niques from natural language processing and com-
puter vision and has attracted increasing atten-
tion in recent years. The difficulty of the sarcasm
detection task lies in recognizing the interaction
between textual and visual clues to identify sar-
casm accurately. At the very beginning, sarcasm
detection methods predominantly focused on tex-
tual data (Riloff et al., 2013), utilizing techniques
such as sentiment analysis, contextual embed-
dings, and linguistic feature extraction (Ghosh and
Veale, 2016; Baziotis et al., 2018). Models like
BERT (Devlin et al., 2019) have been foundational
in achieving significant progress in this domain.

1https://github.com/yuetanbupt/SarcNet.



However, with the emergence of social media
platforms where text often coexists with images
and the popularity of multimodal affective com-
puting (Fan et al., 2024), there is a need to ex-
plore multimodal approaches for sarcasm detec-
tion. A pivotal study by Schifanella et al. (2016) in-
troduced a novel approach combining visual and
textual information, showcasing the potential for
improved sarcasm detection. Cai et al. (2019) pre-
sented a hierarchical fusion model. Subsequent
studies have further explored the synergistic ef-
fects of text and images in expressing sarcasm.
The development of models capable of process-

ing both text and images, such as CLIP (Radford
et al., 2021) and BLIP-2 (Li et al., 2023), has pro-
vided more approaches for multimodal sarcasm
detection. These models utilize the complemen-
tary nature of information in visual and textual data
to enable a more comprehensive understanding of
sarcastic expressions. By pre-training on a large
amount of multimodal data, these models can get
better joint representation and semantic alignment
of image-text information for multimodal informa-
tion fusion prediction.
Additionally, the exploration of attention mecha-

nisms and fusion strategies has been instrumen-
tal in refining multimodal sarcasm detection. At-
tention mechanisms allow models to weigh the
importance of different modalities, while fusion
strategies enable the effective integration of mul-
timodal features. Pan et al. (2020) introduced a
BERT-based model, incorporating inter-modality
attention to discern inter-modality incongruity, with
an emphasis on both intra and inter-modality in-
congruities. Similarly, Wang et al. (2020) de-
veloped a 2D-Intra-Attention mechanism to ex-
tract the relationships between text and images.
DT4MID (Tomás et al., 2023) integrated textual
and visual transformers within a deep neural net-
work framework to achieve superior multimodal in-
formation fusion and representation. Malik et al.
(2023) conducted an analysis to ascertain the ne-
cessity of image information in comprehending the
sarcastic intent embedded within the text. Re-
search in this area has sought to optimize the bal-
ance between text and image, ensuring that the
subtleties of sarcasm are not lost during fusion.

2.2. Dataset Limitation and Motivation

However, there are very few high-quality datasets
in the field of multimodal sarcasm detection. To the
best of our knowledge, Most current multimodal
sarcasm detection models (Pan et al., 2020; Wang
et al., 2020; Liang et al., 2021; Liu et al., 2022) are
tested using only one dataset. The dataset was
developed by Cai et al. (2019), containing image
and text data from Twitter.

The scarcity of datasets has significantly hin-
dered progress in research, a concern echoed by
researchers (Liu et al., 2022), who have advocated
for the introduction of new datasets to propel ad-
vancements in the field. Additionally, the limita-
tion of single-language textual data and inappro-
priate labeling schema restrict evaluation and in-
terpretability in multimodal sarcasm detection. Ac-
cordingly, we present SarcNet, a novel multilin-
gual and multimodal sarcasm detection dataset,
comprising image-text pairs in English and Chi-
nese. Eachmodality within a sample is labeled dis-
tinctly. We anticipate that our innovative labeling
schema and the quality annotation of the SarcNet
dataset will significantly advance sarcasm detec-
tion research.

3. SarcNet-Dataset

In this section, we discuss the methodology for
data collection and annotation, accompanied by
an exhaustive analysis of the dataset.

3.1. Dataset Collection and Annotation
We collected 3,335 samples from WeiBo and Twit-
ter in total. The data were gathered by searching
topics such as “#irony”, “#sarcasm”, and “# 讽刺”
(sarcasm in Chinese). Also, we conducted key-
word searches targeting terms we deemed closely
associated with sarcasm like “卷王” (refers to
someone who obsessively focuses on studying or
working to the exclusion of all else, often in a com-
petitive and intensive manner). Each sample con-
tains an image and a piece of text. Recognizing
the limitations of prevailing labeling approaches,
we distinctly labeled the image data, text data, and
multimodal data (image-text pairs), resulting in a
total of 10,005 labels. To ensure the annotation
quality, each sample was annotated by two inde-
pendent annotators. If both annotators provide a
unanimous label in an annotation task, that label
becomes the ground truth. In cases where there
is no consensus between the two annotators, a
third annotator will be brought in to provide an-
notations. The ground truth is determined by the
majority-agreed label.
Annotators were either English or Chinese na-

tive speakers with bachelor’s degrees, possess-
ing deep understanding of linguistic intricacies, cul-
tural contexts, and societal nuances in the relevant
language to effectively detect sarcasm. Thus, we
specifically seek annotators below the age of 35,
as this demographic is typically well-versed in In-
ternet language expressions. During the annota-
tion process, we showed annotators independent
text, image or the combination of text and image
in different annotation tasks.



Annotator2-Y Annotator2-N

Annotator1-Y YY YN

Annotator1-N NY NN

Table 2: Labeling consistency statistics for two an-
notators.

This helps to ensure that each annotation task
is not impacted by the former tasks. The label set
includes sarcasm and non-sarcasm. The annota-
tors annotated data by the following criteria:
Text Sarcasm: Identify instances where the text
expresses a meaning that is opposite to its literal
interpretation, often characterized by irony, mock-
ery, or exaggeration.
Image Sarcasm: Recognize images that present
a meaning contrary to their literal representation,
often associated with humor or satirical elements
conveyed through visual cues.
Multimodal Sarcasm: For image-text pairs, de-
tect sarcasm by considering both the textual and
visual elements, identifying when the combination
implies a meaning opposite to the literal interpreta-
tion.
The instructions were written in English and Chi-

nese for the annotators with different language
backgrounds, respectively.

3.2. Quality Control
To assess the quality of our data annotation, we
employ Cohen’s Kappa Statistic, a measure uti-
lized to quantify the level of agreement between
two raters or annotators classifying items into mu-
tually exclusive categories. The primary objec-
tive of Cohen’s Kappa is to determine whether the
agreement between annotators on the classifica-
tion or labeling of a dataset extends beyond mere
chance. This metric considers the possibility of
random agreement and contrasts it with the actual
observed agreement, providing a more nuanced
understanding of annotator concordance. The for-
mula for Cohen’s kappa is calculated as:

K =
Po − Pe

1− Pe
, (1)

where Po is relative observed agreement
among annotators. Pe is the hypothetical proba-
bility of chance agreement. Table 2 shows how
we calculated the annotation consistency of the
two annotators. Y Y denotes that both annotators’
labels for the same sample are positive. Y N
denotes that for the same sample, Annotator
1’s label is positive and Annotator 2’s label is
negative. NN represents cases where both
labels are negative.

Cohen’s Kappa Interpretation

K ≤ 0 No agreement

0 < K < 0.20 Slight agreement

0.20 ≤ K < 0.40 Fair agreement

0.40 ≤ K < 0.60 Moderate agreement

0.60 ≤ K < 0.80 Substantial agreement

0.80 ≤ K < 1 Near perfect agreement

1 Perfect agreement

Table 3: The interpretation of different values for
Cohen’s Kappa.

NY signifies instances where Annotator 1 labels
the sample as negative and Annotator 2 as posi-
tive. The Po and Pe are calculated as:

Po =
Y Y +NN

Y Y + Y N +NY +NN
, (2)

Pyes =
(Y Y + Y N)(Y Y +NY )

(Y Y + Y N +NY +NN)2
, (3)

Pno =
(NN +NY )(Y N +NN)

(Y Y + Y N +NY +NN)2
, (4)

Pe = Pyes + Pno. (5)

Cohen’s Kappa coefficient is between -1 and
1, and is usually higher than 0, where 0 signifies
no agreement, and 1 denotes perfect agreement
between the two annotators. Table 3 provides a
comprehensive interpretation of the various val-
ues associated with Cohen’s Kappa, elucidating
the degrees of agreement represented by different
kappa coefficients. We achieve Cohen’s Kappa by
0.9032, 0.7129 and 0.9769, for textual, visual and
multimodal labels respectively, indicating that the
annotation tasks have achieved substantial agree-
ment or above.

Figure 1: An example of image data with low an-
notation consistency.



On the other hand, we also observe that Co-
hen’s Kappa of image sarcasm annotations is rel-
atively lower than other annotation tasks due to
the ambiguity of visual cues. For instance, as de-
picted in Figure 1, an image featuring a smiling
lady may be interpreted by different annotators as
either conveying happiness or ridicule. The ab-
sence of additional context may result in varying in-
terpretations by different annotators, thereby com-
plicating the labeling process.

3.3. Dataset Analysis
The dataset encompasses a total of 3,335 mul-
tilingual samples, where 2,065 instances are in
Chinese, and 1,270 instances are in English (see
Table 4). Each sample contains image and text
data. We label the image data, text data, and mul-
timodal data (image-text pair), separately, and de-
liver 10,005 labels in total. As shown in Table 5, we
allocate 60%, 20%, 20% of the dataset for training,
validation, and testing.

Language Train Val. Test Total

Chinese 1242 424 399 2065
English 756 247 267 1270

Total 1998 671 666 3335

Table 4: Chinese data and English data statistics.

As we argued in Section 1, in addition to the
case of {0, 0, 1} ({image label, text label, multi-
modal label}), we found many other cases, such
as {0, 1, 1},{1, 0, 1}. The examples with {0, 1, 1}
and {1, 0, 1} label distributions are showed in Ta-
ble 6. In the case with {0, 1, 1}, when analyz-
ing solely the image data, we may not sufficiently
detect sarcasm cues to categorize it as sarcasm.
However, with the presence of textual context,
identifying sarcasm in textual data becomes more
feasible, because it contains both factual informa-
tion, e.g., “can’t even cross my feet” and sarcastic
statement, e.g., “Sooooooooo much Leg space”.
Integrating this textual information with the image
data can enhance the explicitness of detecting sar-
casm. On the other hand, for the case with {1, 0, 1}
label set, the text data (“lol”) contains less infor-
mation and just means “laugh out loud”. However,
we can get sarcastic information from the image
because the sign (in the upper left corner) states
“NO CAMPING, NO FIRES, NO DUMPING”, while
the fact is that the scene of the picture is cluttered
with camping-related waste. Thus, the sarcastic
image aids the multimodal sarcasm detection in
this case.
As shown in Table 7, for multimodal samples la-

beled as non-sarcastic (where the multimodal la-
bel is 0), most of the associated image and text

Mod. Class Train Val. Test Total

Text
Sar. 864 274 308 1446
Non-Sar. 1134 397 358 1889
Both 1998 671 666 3335

Image
Sar. 623 224 221 1068
Non-Sar. 1375 447 445 2267
Both 1998 671 666 3335

M-mod.
Sar. 1116 372 387 1875
Non-Sar. 882 299 279 1460
Both 1998 671 666 3335

Total 5994 2013 1998 10005

Table 5: Label statistics for three different modal
data. M-mod. denotes multimodalities.

labels are also 0. However, when considering mul-
timodal samples as sarcastic, only 717 instances,
comprising 38% of the total with positive multi-
modal labels, exhibit both sarcastic text and im-
age labels. This suggests a substantial portion of
unimodal evaluation labels would be inaccurate if
solely derived from annotations of multimodal data.
The inconsistency highlights the need to develop
a multimodal sarcasm detection dataset with inde-
pendent annotation schema for images, text and
image-text pairs.

By the statistics in Table 7, a noticeable trend
emerges: the majority of sarcastic cues, totaling
716 instances, are identifiable from textual data
when only a single modality is marked as sarcas-
tic in image-text pairs. Additionally, there are 127
instances which both images and text are indi-
vidually non-sarcastic, yet their combination con-
veys sarcasm. This observation underscores the
necessity for a robust sarcasm detection system
that can effectively navigate these complexities,
e.g., modeling the semantic contrast from different
modalities (Mao et al., 2019; Yue et al., 2023).

Finally, there are a few cases with non-sarcastic
multimodal labels and sarcastic unimodal labels
such as {0, 1, 0} or {1, 0, 0}. When there exists
information about sarcasm in the image but the
textual content has stated that it is being sarcas-
tic, we do not consider this to be an example of
expressing sarcasm. This is because, by defini-
tion, there is no conflict between the factual infor-
mation and the statement from different modalities,
e.g., “I asked MemeCreator to generate a sarcas-
tic image” (non-sarcastic text) with a sarcastic im-
age ({1, 0, 0}). The instances with {0, 1, 0} labels
are typically due to the very weak connections be-
tween text and images. As a result, their combina-
tions cannot be identified as sarcasm.



Modalities Label Label

Image 0 1

Text

Thank God for
Sooooooooo much
Leg space I can’t
even cross my feet,
let alone my legs.

1 Lol. 0

Multimodal 1 1

Table 6: Examples of {0, 1, 1} (image label is 0, text label is 1, multimodal label is 1) and {1, 0, 1} (image
label is 1, text label is 0, multimodal label is 1).

{0, 0, 1} {1, 0, 1} {0, 1, 1} {1, 1, 1} {0, 0, 0} {1, 0, 0} {0, 1, 0}

Image Label 0 1 0 1 0 1 0

Text Label 0 0 1 1 0 0 1

Multimodal Label 1 1 1 1 0 0 0

Number 127 315 716 717 1411 36 13

Table 7: Different combinations of labels for three modal data.

4. Experiment

We assess our dataset utilizing a variety of well-
known unimodal and multimodal models.

4.1. Models

4.1.1. Image-modality methods

ResNet (He et al., 2016), or Residual Network, is
a deep convolutional neural network architecture
that introduces residual connections to address
the vanishing gradient problem and enhance train-
ing of deeper networks.
MobileNetV3 (Howard et al., 2019), improved
from MobileNetV2, is an efficient convolutional
neural network architecture optimized for mobile
and edge devices.
ViT (Dosovitskiy et al., 2021)(Vision Transformer)
is a model that applies transformer architectures to
computer vision tasks by partitioning images into
fixed-size patches, then linearly embedding and
processing them like a sequence.

4.1.2. Text-modality Methods

LSTM (Hochreiter and Schmidhuber, 1997)(Long
Short-Term Memory) is a type of recurrent neural
network (RNN) designed to capture long-term de-
pendencies in sequences by using memory cells
and gating mechanisms.
TextCNN (Kim, 2014) is a convolutional neural net-
work model for text classification, leveraging multi-
ple filter sizes to capture various n-gram features
from embedded word sequences.
BERT (Devlin et al., 2019) is a pre-trained
transformer-based model designed to understand
the context of words in a sentence by consider-
ing both left and right surroundings. We also
use MultiL-BERT, which is a pre-trained model,
learning Wikipedia text with 104 languages via a
masked language modeling (MLM) objective.
XLM-RoBERTa (Conneau et al., 2020) is an en-
hanced version of RoBERTa pre-trained on multi-
ple languages, aiming to achieve state-of-the-art
performance on cross-lingual NLP tasks.
The LSTM and TextCNN models do not use pre-

trained embeddings. Thus, they can learn embed-



Modality Method Acc(%) Pre(%) Rec(%) F1(%)

Image
ResNet (He et al., 2016) 67.32 50.16 62.58 55.69
MobileNetV3 (Howard et al., 2019) 68.37 53.65 56.56 55.07
ViT (Dosovitskiy et al., 2021) 68.62 53.40 60.28 56.63

Text

LSTM (Hochreiter and Schmidhuber, 1997) 68.47 66.55 63.96 65.23
TextCNN (Kim, 2014) 70.67 68.08 67.16 67.62
BERT (Devlin et al., 2019) 73.57 73.74 66.56 69.97
MultiL-BERT (Devlin et al., 2019) 74.92 76.01 66.88 71.16
XLM-RoBERTa (Conneau et al., 2020) 76.88 78.52 68.83 73.36

Multimodal

Res-BERT (Pan et al., 2020) 79.48 83.45 80.40 81.89
KnowleNet (Yue et al., 2023) 80.38 85.06 79.85 82.37
DT4MID(BERT) (Tomás et al., 2023) 80.53 80.35 84.82 82.52
DT4MID(XLM-R) (Tomás et al., 2023) 82.73 88.86 80.36 84.40

Table 8: Experimental results (accuracy and F1-score) of unimodal and multimodal models on SarcNet
dataset.

dings for both English and Chinese during train-
ing. Even though the original BERT is not tailored
for multilingual processing, it can also embed and
learn tokens from English and Chinese.

4.1.3. Multimodal Methods

Res-Bert (Pan et al., 2020) concentrates on both
intra and inter-modality incongruity and is pro-
posed for the sarcasm detection tasks and achieve
satisfactory performance.
KnowleNet (Yue et al., 2023) builds cross-modal
semantic similarity detection modules and intro-
duces a contrastive learning loss function to op-
timize the joint representation of multimodal infor-
mation.
DT4MID (Tomás et al., 2023) integrates textual
and visual transformers within a deep neural net-
work framework to achieve superior multimodal in-
formation representation.

4.2. Settings
For these unimodal and multimodal models, we
use the default parameter settings from their pa-
pers. We utilize the pre-trained model as a fea-
ture extractor for binary classification tasks. The
cross-entropy loss function is employed as the
loss function for all models. We train the model
with Adam (Kingma and Ba, 2017) optimizer and
stop training if the validation loss does not de-
crease for 5 consecutive epochs. The learning
rate is 1e− 4.

4.3. Evaluation
To assess our dataset and establish benchmarks,
we utilize Accuracy, Precision, Recall, and F1-
score as metrics to evaluate.

True Positives (TP): the number of samples for
which both the predicted and actual labels are pos-
itive.
False Positives (FP): the number of samples with
positive predicted labels and negative actual la-
bels.
True Negatives (TN): the number of samples for
which both the predicted and actual labels are neg-
ative.
False Negatives (FN): the number of samples
with negative predicted labels and positive actual
labels.

Precision =
TP

TP + FP
, (6)

Recall =
TP

TP + FN
, (7)

F1− score =
2 ∗ Precision ∗Recall

Precision+Recall
, (8)

Accuracy =
TP + TN

TP + FN + FP + TN
. (9)

5. Results

We conduct experiments using a number of well-
knownmodels to evaluate our dataset and analyze
the experimental results.

5.1. Main Results
As shown in Table 8, we divide the experiments
into three groups and use different labels (image
label, text label, and multimodal label) for training
and testing.

5.1.1. Text-modality Methods

To assess the text data in our dataset, we em-
ploy several well-known models, including CNN-



Modality Method Acc(%) Pre(%) Rec(%) F1(%)

Text
BERT (Devlin et al., 2019) 68.92 63.35 61.17 62.24
MultiL-BERT (Devlin et al., 2019) 70.68 70.33 62.76 66.33
XLM-RoBERTa (Conneau et al., 2020) 71.93 69.70 66.50 68.06

Multimodal DT4MID(BERT) (Tomás et al., 2023) 72.43 75.41 67.98 71.50
DT4MID(XLM-R) (Tomás et al., 2023) 76.19 74.32 81.28 77.65

Table 9: Experimental results of unimodal and multimodal models trained and tested based only on
Chinese data.

Modality Method Acc(%) Pre(%) Rec(%) F1(%)

Text
BERT (Devlin et al., 2019) 78.03 87.39 69.78 77.60
MultiL-BERT (Devlin et al., 2019) 80.56 85.86 75.23 80.19
XLM-RoBERTa (Conneau et al., 2020) 82.65 86.89 76.26 81.23

Multimodal DT4MID(BERT) (Tomás et al., 2023) 91.76 90.53 93.48 91.98
DT4MID(XLM-R) (Tomás et al., 2023) 93.96 93.65 96.20 94.91

Table 10: Experimental results of unimodal and multimodal models trained and tested based only on
English data.

basedmodels such as TextCNN, RNN-basedmod-
els such as LSTM, and various transformer-based
methods, for assessments. Recent research has
predominantly centered on transformer-based ap-
proaches such as BERT and its variants, which
have demonstrated superior performance. BERT,
evaluated solely on text data, achieves an accu-
racy of 73.57% and an F1-score of 69.97%, un-
derscoring its exceptional efficacy in sarcasm de-
tection. Given the bilingual nature of our dataset,
encompassing both Chinese and English, we also
incorporate the MultiL-BERT model, pre-trained
on the 104 most linguistically diverse languages
available on Wikipedia. When compared to BERT,
MultiL-BERT exhibits an improvement of 1.35% in
accuracy and 1.19% in F1-score, illustrating the ef-
fectiveness of multilingual pre-training. The XLM-
RoBERTa model, endowed with the highest num-
ber of parameters, achieves the optimal accuracy
of 76.88% and F1-score of 73.36%.

5.1.2. Image-modality Methods

Additionally, we employ CNN-based models such
as ResNet and MobileNetV3, along with the
transformer-based model ViT, to evaluate our im-
age data. Among these, ViT achieves the highest
accuracy (68.62%) and F1-score (56.63%). How-
ever, compared with text-modality methods, the
image-modality methods do not perform well, sug-
gesting the difficulty of visual sarcasm detection.
This is in line with our human annotations, e.g.,
Cohen’s Kappa of image sarcasm annotations is
lower than that of text.

5.1.3. Multimodal Methods

We employ several well-known multimodal mod-
els specifically designed for the sarcasm detection
task to evaluate our multimodal data. DT4MID
achieves the accuracy of 80.53% and F1-score
of 82.52%. Given the continuous advancements
in pre-trained models for text processing, we ob-
serve that the XLM-RoBERTa model achieves
the highest results in experiments focused solely
on text data. Consequently, we incorporate the
XLM-RoBERTa model as the backbone in the
DT4MID model. The enhanced performance of
XLM-RoBERTa contributes to DT4MID achieving a
higher accuracy (82.73%) and F1-score (84.40%).

5.2. Monolingual training results

As shown in Table 4, SarcNet contains multilin-
gual data. To evaluate the monolingual data, we
train and test the model using English data and
Chinese data, separately. From the experimen-
tal results (see Tables 9 and 10), we observe that
the overall results for the English data are better
than the Chinese data. We consider that this is be-
cause sarcastic clues are easier to capture in En-
glish language expressions compared to Chinese.
The recognition of Chinese sarcastic expressions
is notably influenced by Chinese language con-
ventions, rendering it more intricately intertwined
with cultural context. Consequently, the recogni-
tion of sarcasm in the Chinese language is often
perceived as a more challenging task.



5.3. Case study
In our experiments, we found it difficult to predict
the cases of {0, 0, 1} and {1, 0, 0}. Fig. 2 is an ex-
ample of a sarcastic text-image pair with the label
of {0, 0, 1}. The text was designed for an AI to
generate an image of the renowned entrepreneur,
Jack Ma. However, the AI produced an image
depicting a horse and a mountain enveloped by
clouds. This is because the literal meaning of Jack
Ma (“马云”) in Chinese is “horse” (“马”) and “cloud”
(“云”). This case conveys both the factual content
(in text form) and the erroneous image to signify
the presence of sarcasm. Nonetheless, it is dif-
ficult to capture sarcastic cues between text and
image and the examined models likely make incor-
rect predictions, e.g., {0, 0, 0}.

Figure 2: Text content: 让 # 文心一言 # 画个马云
(Let #ERNIE Bot# draw the Jack Ma). A difficult
case for detection.

6. Conclusion

Sarcasm, as an advanced pragmatic form in nat-
ural language, serves as a significant means for
humans to convey emotions. However, the recog-
nition of sarcasm presents numerous challenges
to machine intelligence, as it requires interpreting
information that goes beyond the literal meaning of
language (Cambria et al., 2023; Mao et al., 2023a).
In this paper, we propose SarcNet, a novel multi-
lingual and multimodal sarcasm detection dataset,
comprising 3,335 image-text pair samples and
yielding over 10,000 labels. We also revisit the
annotation schema employed for multimodal sar-
casm datasets, identifying several shortcomings
and ensuring that each modality within a sample
is labeled distinctly in our dataset.

The distinct image and text labels prove advan-
tageous for more effectively testing unimodal mod-
els. The substantial values of Cohen’s Kappa
demonstrate the substantial agreement of our an-
notation tasks. Finally, we conduct extensive ex-
periments and establish benchmarks on SarcNet
using a range of well-known baseline models, pro-
viding a robust foundation for future research in
this domain.
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