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Abstract
Wildfires are among the most threatening hazards to life, property, well-being, and the environment. Studying public opinions 
about wildfires can help monitor the perception of the impacted communities. Nevertheless, wildfire research is relatively 
limited compared to other climate-related hazards. This article presents our data mining work on public opinions about 
wildfires in Australia from 2014 to 2021. Three key aspects are analyzed: the topic of concern, sentiment polarization, and 
perceived emotions. We propose a data filtering approach to acquire golden samples to train a supervised model for emotion 
quantification to achieve the last target. The results show that the new model produces a more accurate emotion estimation 
than the existing lexicon approach. Through data analysis, we find that people have seen wildfires as one of the impacts of 
climate change; trends of tweets can reflect the damage of wildfires in real life.

Keywords  Neurosymbolic AI · Sentiment analysis · Wildfires

Introduction

Human-induced global warming is causing a significant 
increase in the number and intensity of extreme weather 
events [1]. Among these, extreme drought conditions and 
heatwaves are of particular interest. Indeed, these weather 
patterns may create conditions prone to wildfires, one of 
the most threatening hazards to life [2], property [3], well-
being [4], and the environment [5]. However, wildfires have 
been relatively understudied in the literature compared to 
other climate-related hazards [6].

Studying public opinions about wildfires can help moni-
tor the perception of the impacted communities, which is 

beneficial for implementing effective adaptation strate-
gies [6]. Analyzing public perceptions with big data has 
been an important research method in cognitive computa-
tion [7, 8]. The recent advances in Artificial Intelligence 
(AI) in this field have been a significant source of inspira-
tion for this project. Using machine learning algorithms can 
help identify patterns in public opinion and detect changes 
in sentiment and emotion over time [9, 10]. Furthermore, 
natural language processing techniques can provide a deeper 
understanding of public opinions by extracting the underly-
ing topics and themes.

Hence, in this pilot study, we analyze (i) the topic of 
concern, (ii) sentiment polarization (positive or nega-
tive opinion about the entity), and (iii) perceived emo-
tions regarding wildfires in Australia in the period 2014 Cuc Duong and Vethavikashini Chithrra Raghuram contributed 

equally to this work.
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– 2021. We leverage Twitter,1 which provides free access 
to their entire archive to acquire raw opinions for aca-
demic research.

Since data on Twitter are unstructured, there are three 
main challenges in extracting the information listed above. 
First, in the topic of concern task, an unsupervised approach 
such as the Latent Dirichlet Allocation (LDA) [11] is a well-
known method for topic clustering as it is easy to implement 
and does not require labeled data. However, recent works 
showed that this method’s outcomes are rarely meaning-
ful [12]. To this end, a keyword-based approach is more 
helpful for finding popular topics. Hence, we present the 
results of this task via a hashtag2 ranking approach (Table 1).

Second, quantifying sentiment polarity and emotion from 
the text component of a tweet3 remains challenging. Meth-
ods to tackle these two tasks come from the natural language 
processing field, where symbolic approaches such as lexicon 
are convenient to apply but inefficient (see Table 2). Super-
vised learning is a promising methodology to address the 
tasks [13]; however, there is no open wildfire-related senti-
ment and emotion dataset. In this work, we propose to use 
ClimateTweet [12], a closely related dataset to wildfires, 

to quantify sentiment polarity. Table 3 shows that the data-
set contains relevant tweets helpful in training a sentiment 
detection model. For the emotion quantification task, we 
propose using the neurosymbolic AI approach, integrating 
symbolic knowledge and neural networks to achieve more 
robust outcomes. In detail, multiple models (i.e., symbolic, 
commonsense, and neural networks) would be combined to 
extract highly credible samples to train a supervised model. 
Our experimental results show that the supervised model 
significantly improves task outcomes compared to the exist-
ing lexicon approach.

Third, the location information is not always mentioned 
in a social media post, which causes difficulty in geo-
graphical analysis. “Data and Method” section shows that 
approximately 20% of Twitter’s data concerning wildfires 
have detectable locations. In this work, we overcome this 
problem by combining the known-location data with the 
most frequent topics to make unbiased conclusions.

In summary, the main contributions of this work are: 

1.	 Trained a supervised learning model for the sentiment 
detection task

2.	 Implemented a hybrid approach to extract golden sam-
ples to train another supervised learning model for the 
emotion quantification task.

3.	 Identified popular topics concerning wildfires in Australia
4.	 Visualized the public’s sentiment and emotion trends 

from 2014–2021

Table 1   The most frequent hashtags for each year

Rank 2014 2015 2016 2017

1 Bangor Koalamittens climatechange Australia
2 WAM Sampson_Flat WaroonaFire climatechange
3 climate WAM Waroona heatwave
4 EWM Adelaide ClimateChange Heatwave
5 WhitemanPark EWM emissions NSWfires
6 Australia Australia biodiversity australia
7 BANGOR SAFires Australia buildings
8 vicfires climate WAfires Himawari
9 em2au alert SFDRR Tasmania
10 heatwave fire News damaged

Rank 2018 2019 2020 2021

1 auspol auspol Australia Morrison
2 qldpol Australia auspol Adelaide
3 ClimateChange ClimateEmergency australia Australia
4 nswpol ClimateChange ClimateEmergency PapuaNewGuinea
5 Drought NSWfires NSWfires endangered
6 Australia climatechange arson FarNorthQueensland
7 StopAdani bushfiresNSW climatechange auspol
8 climatechange NSW ClimateChange australia
9 heatwave ClimateCrisis AustraliaFires politics
10 Sentinel qldpol animals conservative

1  https://​twitt​er.​com/
2  hashtags are user-emphasized keywords in Twitter.
3  tweet is a post on Twitter.

https://twitter.com/
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After reviewing the related works in “Related Works” sec-
tion, we will elaborate on our findings and contributions 
in “Data and Method” section.

Related Works

Wildfires Opinion Mining

Significant work on tweets’ analysis focused on hazards has 
been done recently. Kirilenko and Stepchenkova [14] studied 
tweets about climate change in 2012 and 2013 and found 
that some events that ignited an increase in tweeting activ-
ity relating to climate change were Hurricane Sandy, COP-
18, and United Nations conferences. Kirilenko et al. [15] 
showed that the local temperature anomalies can also spike 
up discussion on Twitter. However, there are few studies 
concerning wildfires. Hence, we conduct a trending analysis 
for Australian wildfires in this study. Similar to [16], we aim 
to investigate the trends by volume analysis, topic modeling, 
and sentiment analysis. In addition, the emotion analysis is 
performed to add an extra dimension to understanding the 
public’s opinions. Willson et al. [17] explored the themes 
and nature of sentiment of Twitter content associated with 
the Australian wildfires from 2019–2020. Differently, our 
work covers a more extended range and more statistics to 
investigate the emotional aspects of the opinions.

Sentiment and Emotion Analysis

Recognizing and quantifying sentiment and emotion 
from text are active research branches in natural language 
processing. Over the last two decades, the research 

developments could be classified into two main directions: 
supervised and unsupervised learning. In unsupervised 
learning, lexicon-based analysis is the leading approach. 
The method employs rules and vocabularies with sentiment 
polarity and emotion scores to determine the text’s overall 
sentiment and emotion scores. The prompt-based method 
is another technological trend in unsupervised affective 
computing  [18–20], where lexicon knowledge is used 
for label-word mappings. Popular English lexicons, e.g., 
WordNet Affect [21], SentiWordNet [22], SenticNet [23], 
and NRC lexicon [24], have been widely employed. We 
choose the NRC lexicon as the benchmark for our proposed 
emotion quantification model. It has the largest vocabulary 
size (14182 words) among these lexicons, and its scores are 
human-labeled with crowd-sourcing.

One major drawback of the lexicon-based analysis is 
that the entire textual content may not match the scores 
computed from individual words. The first example from 
Table 2 shows that even though the word ‘threat’ was men-
tioned in the sentence, the more prominent polarity/emo-
tion is joy/positive rather than anger/negative, as predicted 
by the NRC lexicon. To tackle this issue, we propose to use 
a supervised learning approach to capture the meaning of 
the entire text before assigning the polarity and emotion 
scores for the text.

Supervised learning (including transfer learning) requires 
a labeled dataset to train (or qualify) a neural network to 
predict the polarity and emotion scores. Open pre-trained 
word embeddings such as Word2Vec [25], GloVe [26], and 
BERT [27] have ignited developments in many applica-
tions [28, 29]. A relatively small domain-specific labeled 
dataset can be used with these embeddings to create an effi-
cient sentiment [30] and emotional predictor [31]. However, 

Table 2   Ablation studies on 
NRC lexicon to show that 
some samples are incorrectly 
predicted

No. Sentences NRC pol. NRC emo. BERT-FC Sentic-Net

1 ‘Great work by our fires {Name} 
advises threat posed by bushfire at 
{Place} in the {Place} has reduced 
{url}’

Neg (0.33) Anger (0.33) Pos Pos

2 ‘My beautiful country is still burning 
bushfires across {Place} so sad and 
scary for those living in the country’

Pos (0.5) Joy (0.5) Neg Neg

Table 3   ClimateTweets contains fire-related tweets

No. Sentences

1 ‘{Place} was on fire, terrible black summer bushfires supercharged by climate change’
2 ‘New @{Name} study predicts danger of wildfires to increase in {Place} in a few decades’ time.’
3 ‘Researchers say that the tiny particles released in #wildfire smoke are up to 10 times more harmful to humans than particles 

released from other sources, such as car exhaust.’
4 ‘{Place} is on the verge of a dramatic and devastating fire season due to #climatechange {emoji:frowning face}’
5 ‘Significant #heatwave temperatures for {Place} over this weekend. #staycool keep hydrated, leave water for pets and wildlife.’
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such a labeled dataset does not exist in the wildfire domain. 
We use the ClimateTweets dataset, which contains many 
wildfire-related samples with polarity labels, for the sen-
timent analysis task to overcome this issue. We propose 
a hybrid approach to filter noises from the NRC lexicon 
results for the emotion analysis by employing the pre-trained 
network SenticNet [23], a commonsense-based neurosym-
bolic AI framework, and our pre-trained polarity model. We 
call the outcomes the golden samples since they are more 
reliable than the previous population. The hybrid approach 
has demonstrated that the emotion model trained by these 
golden samples performs better than the NRC lexicon.

Data and Method

Data

The data for this analysis were taken from the Twitter engine 
using the Academic Research Application Programming 
Interface4 (API). Twitter was chosen as the data source 
because it has been frequently used for opinion mining in 
different domains [32–34]. More than 2.5 million tweets 
were scrapped backward from 2014 to 2021 using its full 
archive search API. The number of tweets before 2014 is 
insignificant. Hence, our analysis starts from 2014 onward. 
Different keyword combinations of the word bushfires and 
wildfires were used to query the tweets, such as #bushfire, 
#bushfires, #wildfire, and #wildfires, case-insensitive. For 
each tweet, the unique identification number (id), date, 
hashtags, and annotated location (if available) were collected 
in addition to the text for analyzing the trends over the years.

Approximately 20% of the tweets have been annotated 
with a location. This location information was extracted 
from the text content of the tweet and referred to as the tar-
get location. For example, in this sentence, ‘CFS advises a 
bushfire in the Southern Flinders Ranges may threaten your 
safety,’ the Southern Flinders Ranges is the target location 
of the bushfire. Some tweets mention more than one loca-
tion. These cases were excluded from all location analyses.

The location information is unstructured. It can be a 
continent (e.g., Europe), country (e.g., Australia), state or 
city (e.g., California), or other administration levels. In this 
work, we converted these unstructured data into countries 
using the Google geo-decoding API5 search engine. The 
country component of the result was assigned to that loca-
tion. Hence, tweets with a location that does not have a spe-
cific country would be excluded from all location analyses. 

After inferring the country information, we retrieved around 
470,000 tweets (17.5%) with valid country information, of 
which around 107,000 were from Australia.

Hashtag Analysis

In this analysis, the discussed topics were ranked to visual-
ize the most popular topics and see how they evolved over 
the years. We employed hashtag counting as a tool for the 
topic ranking year-wise. Hashtags were taken as an indica-
tor because they are usually relevant to the main topic. As a 
result, Table 1 presents the most trending hashtags. Political 
keywords such as Australia, auspol, and *pol dominate the 
table from 2017. Starting from the year 2016, the keyword 
climate change and its other form (e.g., climate emergency, 
climate crisis) ascended to the top of the table. The term 
‘climate’ was mentioned frequently in 2015; however, the 
pivotal time of turning the public’s attention toward climate 
change was one year later. Besides, the keywords heatwave 
and drought have been frequently mentioned since 2017. 
These two observations show that people have connected 
wildfires to drought and climate change more and more 
since 2017.

The relationship between wildfires and climate change 
has been investigated since the 1990 s. Moritz et al. [35] 
showed that three main factors that cause wildfires are the 
weather, the availability of vegetation, and the ignition 
source. For many years, the third factor (e.g., lightning, 
accidental or deliberate fires) has been the main focus in 
classifying and preventing wildfires [36]. The role of cli-
mate change in the natural ignition source of wildfires was 
modeled quite early but lacked concrete evidence [37, 38]. 
On the other hand, the increasing temperature has become 
more visible to the community, and the hot weather (i.e., 
the first factor) naturally intensifies the risk and severity of 
wildfires. This temperature change can influence people to 
connect wildfires to climate change.

Why this relationship was widely accepted and 
presented on Twitter from 2016–2017 still needs to be 
determined. One hypothesis is that people witnessed 
the increasing damage of wildfires and the temperature 
concurrently; hence, they associated climate change 
with the cause of this acceleration. This hypothesis is 
slightly supported by the line graph of Fig. 1 (described 
in “Volume Analysis” section). The graph shows that the 
burned areas in 2016 were not worse than in previous 
years, but the number of damaged buildings surged, which 
might have alarmed Australians about the increasing risk 
of wildfires. Another hypothesis is that news media helped 
spread research and statistics related to climate change 
and wildfires, which convinced the community about 
this causal relation. With the increasing temperature, 
the community started to accept the connection between 

4  https://​devel​oper.​twitt​er.​com/​en/​produ​cts/​twitt​er-​api/​acade​mic-​
resea​rch.
5  https://​devel​opers.​google.​com/​maps/​docum​entat​ion/​geoco​ding/​start

https://developer.twitter.com/en/products/twitter-api/academic-research
https://developer.twitter.com/en/products/twitter-api/academic-research
https://developers.google.com/maps/documentation/geocoding/start


1535Cognitive Computation (2024) 16:1531–1553	

1 3

climate change and wildfires. Researchers Linnenluecke 
and Marrone [39] proved that more newspaper articles 
covering wildfires and climate change in 2017 than in 
the previous year. However, this hypothesis needs more 
evidence from the content of the tweets, which is limited 
by the current technique of hashtag counting.

Volume Analysis

Figure 1 overlays the number of tweets (bar graph) and the 
number of damaged buildings (line graph) due to wildfires 
in Australia. A peak from the season of 2019–2020 could 
be observed, leading us to further investigation.

The number of damaged buildings presented in the 
line graph of Fig.  1 was compiled by Wikipedia con-
tributors based on the reported data from Australian local 
news [40–47]. Since the data were aggregated season-wise 
(e.g., the first data point is from the 2013–2014 season), 
each data point was placed between two consecutive years 
in this graph. The line and bar graphs are highly corre-
lated, especially during the peak season of 2019–2020. 
The correlation shows that people use social media to 
express opinions about hazardous events such as wildfires 
when observing them.

This finding agrees well with similar observations 
reported in other types of events. For example,  [15] 
showed that the temperature changes were reflected by the 
number of tweets about the weather on social media. On 
the other hand, in this work, the number of damaged build-
ings, a critical figure representing the cost of the events, 
was plotted to prove that the social media reactions could 
also echo the economic loss of wildfires. Next, the fol-
lowing sections will present our polarity prediction and 
emotion quantification models to gain more insights into 
people’s opinions about wildfires.

Sentiment Analysis

Observing people’s sentiments while conversing and tweet-
ing about wildfires is an essential mark representing how 
they feel about this hazard. Hence, we aimed to detect the 
sentiments of the tweets. We focused on the two main polari-
ties for this purpose: positive and negative. Recently, [12] 
have shown that the polarity detection task in tweets about 
climate-related domains is more accurate with the super-
vised learning approach using a domain-specific dataset than 
a general predictor such as the Stanford Corenlp API [48]. 
Therefore, we trained a polarity detection model for the 
wildfire domain in this work.

ClimateTweets [12] is an appropriate dataset for this task. 
It contains climate change-related tweets, which are often 
related to wildfires. Table 3 displays typical samples from 
ClimateTweets. Although ClimateTweets has three senti-
ment levels (i.e., positive, neutral, and negative), only the 
positive and negative samples were used in this work. This 
selection aims to increase the contrast between the labels, 
enhancing the model’s prediction accuracy.

Moreover, this polarity model is the intermediate step in 
producing the golden samples to train the emotion model 
(“Emotion Analysis” section). One critical goal of selecting 
the golden samples was to filter out the excessive neutral 
samples (i.e., samples with nearly zero scores in all emotions 
and polarities) from the population produced by the NRC 
lexicon. The population has more than 80% neutral samples, 
as shown in Fig. 25. Hence, not choosing neutral samples 
while training the polarity model could help reduce their 
portion in the golden set. Figure 26 shows that the emotion 
model’s training set is less skewed than the original popu-
lation. Though, there are still plenty of presented neutral 
samples. Hence, not selecting neutral samples while training 
the polarity model does not harm the golden set in terms of 
lacking neutral sentences.

Fig. 1   The trend of the tweets 
from Australia. The red curves 
plot the number of damaged 
buildings (diamond dashed 
curve) and burned areas (circle 
dotted curve) due to wildfires. 
Both have some degree of cor-
relation to the number of tweets
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Block A of Fig. 2 illustrates the training procedure of 
the polarity prediction model. The scraped tweets and the 
samples from the ClimateTweets dataset were preproc-
essed before passing into Block A. The preprocessing step 
removed all the special characters: URLs and the “RT” 
keyword (i.e., Re-Tweet). In Block A, the model contains 
a BERT-Bidirectional Encoder Representation [27] and 
a fully connected (FC) layer with the softmax activation 
function. The dropout rate was kept at 0.4, with a 2e-5 
learning rate during training. The model achieved an over-
all validation accuracy of approximately 91%. Later, the 
trained polarity model was used for the tweets’ polarity 
labeling, and the confidence scores were recorded. Here, 
the softmax probabilities were taken as the representations 
for the confidence scores. This block serves as the polarity 
detection model.

Emotion Analysis

In addition to the polarity detection, analyzing the emo-
tions plays a pivotal role and provides us with a bigger 
picture of studying the impacts of this hazard. At first, 
we followed a lexicon-based method using the NRC lexi-
con [24]. The NRC lexicon comprises ten labels: eight 
emotions (i.e., joy, anticipation, trust, fear, anger, sad-
ness, surprise, disgust) and two polarities (i.e., positive 
and negative). We employed the NRXLex,6 based on the 
NRC lexicon, to produce ten values for the above ten 
labels. These values are continuous numbers between 0 
and 1, quantifying the intensity of the emotion or senti-
ment in the tweet.

Nevertheless, using only the NRC lexicon likely leads 
to false predictions if the text contains contradictory 
words, as presented in Table 2. For example, “great” and 
“threat” in the first sample or “beautiful” and “sad” in 

the second sample might confuse the NRCLex to deter-
mine the correct emotion and sentiment for the text. On 
the other hand, BERT-FC (“Sentiment Analysis” section) 
and SenticNet [23] are supervised learning models that 
deduce the sentiment by using all the words of the text. 
Hence, the two models predict these sentences correctly, 
justifying the strength of the supervised model approach. 
Therefore, we trained a supervised learning model for 
the emotion prediction task instead of solely using the 
NRC lexicon.

Methodology

Figure 2 describes the flow of the training process. The 
raw data were passed through the pre-processing block, 
then directed into three models: the SenticNet sentiment 
polarity model, our BERT-FC polarity model (block A, 
described in “Sentiment Analysis” section, and the NRC 
lexicon model. The intersection of the outcomes from 
these three models formed the pool of trusted samples, 
or golden samples, for emotion labels. The rules of the 
intersection are:

–	 BERT-FC and SenticNet agreement: valid samples are 
samples with the same polarity predicted by BERT-FC 
and SenticNet (i.e., both are positive or both are negative) 
or samples with more than 0.8 BERT-FC confidence 
score. The confidence score is the probability of a label 
predicted by the model.

–	 BERT-FC and NRCLex agreement: valid samples 
are samples with higher than zero polarity scores on 
the corresponding BERT-FC label (i.e., samples that 
BERT-FC predicts as positive (or negative) and the 
NRCLex’s positive score (or negative score) is higher 
than zero.

The samples passed through the three models would pro-
vide more credible labels (i.e., emotion and polarity scores) 

Fig. 2   Emotion model training 
flow. Block A: train the polarity 
model using ClimateTweets 
dataset. Block B: train the emo-
tion model using golden tweets 
filtered by SenticNet polarity 
API, NRC lexicon, and the 
polarity model

6  https://​github.​com/​metal​coreb​ear/​NRCLex.

https://github.com/metalcorebear/NRCLex
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than the original population from the NRC lexicon. In order 
to balance the training dataset, a downsampling step was 
carried out. The final set has around 10,000 samples, each 
having eight emotions and two polarities. All emotion and 
polarity scores range from 0 to 1.

After downsampling, the samples were used to search 
for the best emotion quantification model. Autokeras [49], 
a Neural Architecture Search engine, was employed to find 
the best neural network for this training data. A 10-head 
regression model was built. The best model was found by 
performing several operations, such as adding new layers, 
expanding the dimensions, and adding new connections. 
The number of epochs was set to 100. The search space 
trials were set to 20, which enabled Autokeras to explore 
the 20 most-suited models and choose the best-fitting one 
for our dataset. Table 4 displays the model architecture 
that was chosen and employed to run on the training data. 
In detail, the model comprises a text vectorization layer 
followed by an embedding layer. The dropout layer is to 
reduce over-fitting. The two consecutive convolutional 
layers separated by max pooling are inserted with dimen-
sions 62 x 32 and 29 x 32, respectively. The final output is 
flattened and is passed through a dense layer. The activa-
tion function used is ReLU. This trained model was used 
to label the emotions for all the tweets. Figure 3 describes 
the production flow.

Evaluation Metrics

The given approach was evaluated using two main metric sets:

–	 Polarity model (BERT-FC): accuracy and categorical 
cross-entropy loss. Let y be the binary indicator and 
p represent the predicted probability. Then, the loss is 
given by: 

–	 Emotion model: accuracy and the Mean Squared Error 
(MSE). Let Ytr and Ypr be the true and predicted emotion, 
then MSE(Ytr, Ypr) is given by: 

 where N refers to the number of samples in the test set.

Results

This section elaborates on the performance of the trained 
emotion quantification model. The predicted values follow 
the golden scores closely with the average MSE of 0.0055 
and Pearson correlation coefficient of 0.89. The MSE(s) and 
Pearson correlation coefficients across all ten output features 
are recorded in Table 5.

To further evaluate the effectiveness of the new emo-
tion model, we built a manual dataset containing 200 
samples, each labeled by three independent annotators. 
The annotators were asked the question: “How much emo-
tion/sentiment do you see from this sentence (from any 
mentioned subject)?”. Then, the annotators would score 
one of the four levels: not at all, slightly, moderately, and 
very much. The scores were averaged and linearly normal-
ized to the range of [0, 1] before being compared with 
the NRC lexicon method and the new emotion model. 
Throughout this analysis, we will use the Mean Absolute 
Error (MAE) to assess the differences among annotators 
and methods (Eq. 3).

(1)Loss = −(y log(p) + (1 − y) log(1 − p))

(2)MSE =
1

N

N
∑

i=1

(Ytr(i) − Ypr(i)
2

Fig. 3   Emotion prediction flow

Table 4   Emotion quantification 
model architecture Input (1)

Text Vectorization (64)
Embedding (64, 128)
Dropout (64, 128)
Separable Conv 1D (62, 32)
Max Pooling 1D (31, 32)
Separable Conv 1D (29, 32)
Max Pooling 1D (14, 32)
Flatten (448)
Dense (32)
ReLU (32)
Dense (1) x 10

Table 5   MSE test scores and Pearson correlation coefficients of all 
emotions and sentiments

Features Positive Anticipation Surprise Trust Joy

MSE 0.072 0.048 0.046 0.056 0.036
Corr-coeff 0.87 0.88 0.92 0.88 0.89
Features Negative Sadness Anger Fear Disgust
MSE 0.065 0.051 0.045 0.055 0.034
Corr-coeff 0.86 0.91 0.90 0.89 0.86
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where N refers to the number of samples in the manual 
labeled set.

Table 6 summarizes the comparison results using MAE 
errors between the manual scores of the two models: the 
NRC lexicon and the new emotion model. Data show that 
the new emotion model has better MAE errors in most fea-
tures, except for sadness and disgust. For example, the new 
model has improved by 20% and 8% in the positive and 
negative polarities, respectively.

Qualitative Analysis

A. Mean Scores  The model was applied to the entire popu-
lation to evaluate the ten features of each tweet. Figure 4 
compares the outcomes of the proposed model to the 
original NRC lexicon regarding anger emotion. The figure 

(3)MAE =
1

N

N
∑

i=1

abs(Ytr(i) − Ypr(i))

plots the average scores from emotion or polarity over 
twelve months of the year. The average score was chosen 
to eliminate the bias toward the peak number of tweets in 
the season 2019–2020. The figure unveils one significant 
shortcoming of the NRC lexicon: the limited size of the 
lexicon could only cover some cases, leading to nearly zero 
scores across many months. On the other hand, the trained 
emotion quantification model overcame this challenge and 
returned more non-zeros scores. The trend provided by this 
model shows more realistic results than the NRC lexicon 
since it seems unrealistic that the community’s emotion 
would suddenly reduce to zero.

The proposed model can also produce the same trend as 
the NRC lexicon in critical years, such as the 2019–2020 
season in Fig. 4. These years received the highest samples; 
hence the NRC lexicon produced fewer zero scores and 
more credible trends than other years. The trends from 
the emotion model agree well with the NRC lexicon, espe-
cially the peaks in September and December of 2020 are 
more apparent.

Similar characteristics can be observed in other negative 
emotions and polarity (see the Appendix section for more 
plots (Figs. 12, 13, 14, 15, 16, 17, 18, 20, 21, 22, 23, and 
24)). One exception is the fear emotion plotted in Fig. 5. 
The NRC lexicon does not provide many zero points in this 
figure as in the sadness graph. Hence, both models produce 
closer results than the previous one.

On the other hand, the difference between the two 
models for positive emotions and polarity is smaller 
than on the negative side. Figure 6 shows the positive 

Table 6   MAE errors between human labels versus the two models. 
EM. denotes Emotion model 

Features Positive Anticipation Surprise Trust Joy

NRC 0.215 0.178 0.0714 0.120 0.0950
EM 0.171 0.171 0.0653 0.101 0.0939
Features Negative Sadness Anger Fear Disgust
NRC 0.241 0.115 0.0861 0.197 0.0541
EM 0.221 0.126 0.0855 0.184 0.0619

Fig. 4   Anger mean scores pre-
dicted using the NRC lexicon 
and the emotion model
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sentiment trend over the years produced by the models. 
Compared to Fig. 4, there is no significant gap between 
the red and blue curves. Also, a few zero points are 

observed in Fig. 6. Hence, this could be an indicator to 
identify cases where the NRC lexicon could be a reli-
able estimator.

Fig. 5   Fear mean scores predicted using the NRC lexicon and the Emotion model

Fig. 6   Positive scores predicted 
using the NRC lexicon and the 
Emotion model
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B. Volume Analysis  The mean score analysis of the above 
section shows some advantages of the proposed emotion 
model over the NRC lexicon. However, the mean score can-
not determine the relationship between tweets and actual 
wildfire events, as in Fig. 1. Hence, in this section, we pre-
sent another set of graphs overlaying the number of tweets 
and the actual wildfire events to demonstrate the usefulness 
of the emotion model.

Figure  7 illustrates actual wildfire events and the 
predicted tweets with the anger emotion. The figure 
has three graphs: 1. the dashed red line graph shows 
the number of tweets classified as being anger by the 
NRC lexicon, 2. the solid blue line graph shows the 
same entity by the emotion model, and 3. the blue bar 
graph shows the number of retrieved wildfire events. A 
wildfire event could last from several days to several 
months. Since not all events have recorded duration, the 
bar graph only counts for the start date. It would be 
more meaningful if the bar graph represent the events’ 

damaging scales. Unfortunately, many events do not 
have enough details for us to summarize. Nevertheless, 
the tweet volume with anger presented in Fig. 7 reflects 
the number of actual events.

Earlier in this paper, we mentioned that the eight emo-
tions and two polarities predicted by either the emotion 
model or the NRC lexicon have continuous values in the 
range of [0,1]. Therefore, to count the number of tweets 
with anger, we set a threshold of 0.5 to classify whether 
the tweet has anger emotion. The same threshold was used 
for all features and models. The threshold significantly 
affects the outcomes, influencing the comparison between 
the two models. Figures 8 and 9 demonstrate the effect of 
the threshold.

The tweets predicted by the two models have some 
prominent differences. First, Fig. 7 shows that the emo-
tion model can extract more tweets with anger emotion 
than the NRC lexicon, such as in 2014, 2015, 2017, 
2018, 2019, and 2021. The trend of the emotion model 

Fig. 7   Anger tweets predicted by the NRC lexicon and the Emo-
tion model. The left y-axis is the shared axis for the two line graphs. 
Due to the significant difference between the number of tweets in the 
2019–2020 season versus the rest, the logarithm with base-10 was 

used for the left y-axis to enhance the readability of the graphs. The 
right y-axis, in linear scale, is for the bar graph. The figure has eight 
sub-plots corresponding to eight years of this study
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Fig. 8   Fear tweets predicted by the NRC lexicon and the Emotion model

Fig. 9   Adjusted fear tweets 
(threshold = 0.4) predicted by 
the NRC lexicon and the Emo-
tion model
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also closely matches the time of the wildfires. A similar 
observation happens in the sadness emotion (Fig. 19). 
However, Fig.  8 shows that the NRC lexicon could 
extract more tweets with fear. Adjusting the threshold 
value, we found that lowering the threshold to 0.4 can 
help the emotion model matches the NRC lexicon in the 
fear emotion, as in Fig. 9. When placing Figs. 7 and 8 
side-by-side, the total tweets seem to match each other. 
One hypothesis is that the NRC lexicon leans toward 
fear more than anger, while the emotion model does 
the opposite.

Nevertheless, Fig. 10 shows that the total number of 
negative tweets from the two models is close and follows 
the trend of the wildfire events. The tweets from the emo-
tion model are higher than those from the NRC. Since the 
y-axis is in the logarithm scale, this gap is significant.

Second, for positive emotions such as joy, the NRC lex-
icon produces more tweets than the emotion model (i.e., 
Fig. 11). Statistically, tweets with joy are part of the popu-
lation. When the population increases, the number of these 
tweets also rises. However, intuitively, there should be a 
few tweets with joy during fire season. Hence, the emo-
tion model quantifies the joy emotion better in this case. 
Nonetheless, a deeper investigation must be conducted to 
make a trusted conclusion.

Finally, we found that people still had negative feelings 
about fires after the ‘Black Summer’ of the 2019–2020 
season. The number of tweets with fear remains high after 
March 2020 (Figs. 8 and 9). The negative polarity plot 
also reflects the trend (Fig. 10). The trend shows that the 
‘Black Summer’ consequences are not just the burned 
areas or damaged properties but also the mentality.

Fig. 10   Negative tweets predicted by the NRC lexicon and the Emotion model
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Conclusion

Wildfires are costly and impactful hazardous events; 
however, research in this domain is limited to traditional 
survey methods and social media data analysis. Taking 
advantage of the available archived data from Twitter, we 
investigated people’s opinions about wildfires from 2014 
to 2021. For the sentiment and emotion quantification 
tasks, we developed a hybrid approach to extract golden 
samples from the NRC lexicon’s estimation to train the 
model. The method is vital to building an emotion-labeled 
dataset in the wildfire domain.

The proposed emotion model generally estimates emo-
tional and polarity scores better than the NRC lexicon. 
Data show that it has better MAE errors than the bench-
mark in most features, except for sadness and disgust. 
When applying the model to visualize public perception 
from 2014 to 2021, the graphs produced by this model 
showed more realistic results than the benchmark ones. 
These graphs also helped us understand that the con-
sequences of the ‘Black Summer’ are not just related 
to burned areas, and damaged properties, but it also 

affected people’s emotions and mindset towards climate 
change and wildfires.

During the investigation, we discovered two signifi-
cant events. First, people have seen wildfires as one of 
the impacts of climate change in the years 2016–2017. 
Research has found some relationships between wildfires 
and climate change; however, the source for the accept-
ance trend that people presented on Twitter was unclear. 
Two hypotheses were discussed regarding this uptrend: 1) 
people witnessed the increasing damage of wildfires and 
the temperature concurrently, and 2) the news media helped 
spread research and statistics related to climate change and 
wildfires. Nevertheless, more research must be conducted 
to make a concrete conclusion.

Second, the trends of tweets, a social media product, can 
reflect the damage of wildfires in Australia, including the 
burned areas and the number of damaged buildings. The 
finding agrees with similar conclusions in other domains 
that data from social media are helpful to echo real-life 
changes. In future work, we will leverage explainable AI 
[50] to investigate public opinion evolution by time series 
in the climate change domain.

Fig. 11   Joy tweets predicted by the NRC lexicon and the Emotion model
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Appendix

Fig. 12   Sadness scores

Fig. 13   Disgust scores
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Fig. 14   Negative scores

Fig. 15   Trust scores
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Fig. 16   Anticipation scores

Fig. 17   Joy scores
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Fig. 18   Surprise scores
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Fig. 19   Sadness tweets predicted by the NRC lexicon and the Emotion model

Fig. 20   Disgust tweets predicted by the NRC lexicon and the Emotion model
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Fig. 21   Anticipation tweets predicted by the NRC lexicon and the Emotion model

Fig. 22   Trust tweets predicted by the NRC lexicon and the Emotion model
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Fig. 23   Surprise tweets predicted by the NRC lexicon and the Emotion model
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Fig. 24   Positive tweets predicted by the NRC lexicon and the Emotion model

Fig. 25   Distribution of NRC scores across emotions before filtering



1552	 Cognitive Computation (2024) 16:1531–1553

1 3

Other emotions and sentiments toward Australian wild-
fires over time, predicted by the Emotion Model and the 
NRC lexicon.
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