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Information fusion for affective computing and sentiment analysis 

1. Introduction 

Emotions are intrinsically part of our mental activity and play a key 
role in communication and decision-making processes [1,2]. Emotion, 
cognition, and action interact in feedback loops and emotion can be 
viewed in a structural model tied to adaptation. Besides being important 
for the advancement of AI, detecting and interpreting emotional infor-
mation is key in multiple areas of computer science, e.g., human-agent, 
-computer, and -robot interaction, but also e-learning, e-health, 
domotics, automotive, security, user profiling and personalization. 

In recent years, emotion and sentiment analysis has become 
increasingly popular also for processing social media data on social 
networks, online communities, blogs, Wikis, microblogging platforms, 
and other online collaborative media [3,4]. The distillation of knowl-
edge from such a big amount of unstructured information, however, is 
an extremely difficult task, as the contents of today’s Web are perfectly 
suitable for human consumption, but remain hardly accessible to ma-
chines. The opportunity to capture the opinions of the general public 
about social events, political movements, company strategies, marketing 
campaigns, and product preferences has raised growing interest both 
within the scientific community, leading to many exciting open chal-
lenges, as well as in the business world, due to the remarkable benefits to 
be had from marketing [5] and financial market prediction [6]. 

Most of existing approaches to affective computing and sentiment 
analysis are still based on the syntactic representation of text, a method 
that relies mainly on word co-occurrence frequencies. Such algorithms 
are limited by the fact that they can only process information they can 
‘see’. As human text processors, we do not have such limitations as every 
word we see activates a cascade of semantically related concepts, rele-
vant episodes, emotions, and sensory experiences [7], all of which 
enable the completion of other complex NLP tasks such as subjectivity 
detection [8], anaphora resolution [9], personality recognition [10], 
and more. Information fusion can aid to mimic the way humans process 
and analyze text and, hence, overcome the limitations of standard ap-
proaches to affective computing and sentiment analysis. 

2. Contents of the special issue 

We received 41 valid paper submissions for this special issue. After 
several rounds of rigorous reviews and revisions, we decided to publish 
only 7 of them in this special issue. 

The article “Foundations of Multimodal Co-learning” by Zadeh et al. 
[11] empirically and theoretically studies the phenomenon of Multi-
modal Co-learning (MCl). First, the authors empirically observe that 
models trained using multimodal data perform better in unimodal 

downstream tasks than their unimodal trained counterparts. Further-
more, they use information-theoretic arguments to show the possibility 
of MCl as well as the required conditions for MCl to happen in practice. 
Finally, they show that MCl is an information entropy lower-bound to 
the unimodal learning, achieved by universal approximation capabil-
ities of deep neural networks. 

In “End-to-end multimodal affect recognition in real-world envi-
ronments”, Tzirakis et al. [12] propose an emotion recognition system 
that utilizes raw text, audio and visual information in an end-to-end 
manner. Authors propose a novel transformer-based architecture for 
the text modality that can robustly capture the semantics of sentences. 
They develop an audio model to process the audio channel, and adopt a 
variation of a high resolution network to process the visual modality. To 
fuse the modality-specific features, they propose novel attention-based 
methods. 

“Quantum-inspired multimodal fusion for video sentiment analysis” 
by Li et al. [13] presents a novel quantum-theoretic multimodal fusion 
framework. The framework aims to recognize the sentiment of a 
multimodal sentence, which consists of word-aligned features of visual, 
acoustic and textual modalities. Because of the word-aligned format of 
data, the intra-modal interactions mainly consist of relations between 
different words in different modalities, while the inter-modal in-
teractions are the interactions between visual, acoustic and textual 
modalities. 

The work by Raheel et al. [14] entitled “DEAR-MULSEMEDIA: 
Dataset for emotion analysis and recognition in response to multiple 
sensorial media” created a new dataset for emotion analysis and 
recognition in response to MULtiple SEnsorial media (mulsemedia) 
consisting of physiological signals, e.g., electroencephalography, 
galvanic skin response, and photoplethysmography. Such signals were 
recorded while presenting a stimulus to the user and simultaneously 
engaging vision, auditory, olfactory, and haptic/tactile senses. Authors 
also analyzed the impact of mulsemedia content on viewer’s emotions. 

In “Deep learning based emotion analysis of microblog texts”, Xu 
et al. [15] propose a microblog emotion classification model based on 
convolutional neural networks. Such a model introduces a word2vec 
neural network model to train distributed word embeddings on every 
single word. The trained word vectors are used as input features for the 
model to learn microblog text features through parallel convolution 
layers with multiple convolution kernels of different sizes. Experiment 
results show that the overall accuracy rate of the proposed model is 7.0% 
higher than that achieved by current mainstream methods, such as 
recurrent neural networks. 

The review paper entitled “A survey on empathetic dialogue sys-
tems” by Ma et al. [16] focuses on the literature of empathetic dialogue 
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systems, whose goal is to enhance the perception and expression of 
emotional states, personal preference, and knowledge. Accordingly, 
authors identify three key features that underpin such 
systems: emotion-awareness, personality-awareness, and knowledge 
-accessibility. The main goal of this review is to serve as a comprehen-
sive guide to research and development on empathetic dialogue systems 
and to suggest future directions in this domain. 

Finally, “Conversational transfer learning for emotion recognition” 
by Hazarika et al. [17] proposes an approach where authors pre-train a 
hierarchical dialogue model on multi-turn conversations (source) and 
then transfer its parameters to a conversational emotion classifier 
(target). In addition to the popular practice of using pre-trained sentence 
encoders, their approach also incorporates recurrent parameters that 
model inter-sentential context across the whole conversation. Based on 
this idea, the authors perform several experiments across multiple 
datasets and find improvement in performance and robustness against 
limited training data. 
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