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Abstract—The advent of text-to-video generation models has revolutionized
content creation as it produces high-quality videos from textual prompts. However,
concerns regarding inherent biases in such models have prompted scrutiny,
particularly regarding gender representation. Our study investigates the presence
of gender bias in OpenAl’s Sora, a state-of-the-art text-to-video generation model.
We uncover significant evidence of bias by analyzing the generated videos from a
diverse set of gender-neutral and stereotypical prompts. The results indicate that
Sora disproportionately associates specific genders with stereotypical behaviors
and professions, which reflects societal prejudices embedded in its training data.

enerative Al has rapidly emerged as a trans-
formative domain within computer vision and
artificial intelligence [1]-[3]. The advent of Al-
generated content (AIGC) has spurred extensive schol-
arly research and revolutionized industries such as
content generation [4], [5], medical imaging [6], [7], etc.
Significant milestones, such as OpenAl's release of
ChatGPT in 2023, have propelled the field toward the
ambitious goal of Artificial General Intelligence. Among
major Generative Al tools, Text-to-video (T2V) gener-
ation models have gained immense popularity due to
their ability to create visually compelling and contextu-
ally accurate videos from textual descriptions [8].
Leveraging breakthroughs in Generative Al, T2V
models like OpenAl's Sora [1] have showcased un-
precedented capabilities in blending textual input with
dynamic video output, transforming visual storytelling,
advertising, and content creation. Generative Al mod-
els often inherit and amplify social biases and stereo-
types embedded in their training data [9], [10].
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The training data, sourced from diverse and ex-
tensive internet repositories, frequently reflects cultural
prejudices, societal inequities, and skewed portray-
als of different demographics [11]. Consequently, text-
based LLMs may produce biased textual outputs, while
VLMs can generate images that perpetuate stereo-
types or cultural insensitivity [12], [13]. The biases are
not just technical shortcomings but have far-reaching
implications, particularly in domains like education,
media, and public discourse, where Al outputs influ-
ence perception and decision-making. Such biases risk
reinforcing harmful norms, fostering discrimination, and
eroding public trust in Al systems if left unaddressed.
Thus, identifying and mitigating biases is imperative for
the ethical and equitable deployment of Al technologies
to ensure that they contribute positively to society
rather than perpetuating systemic inequalities.

A significant amount of research has focused on
identifying and mitigating bias in text-based language
models (LLMs) [9], [10], [12]-[15]. Studies show that
generative Al tools often display biases related to race,
gender, age, political affiliation, and sexual orienta-
tion [10]. For example, Abid et al. [9] found that GPT-3
frequently associated Muslims with violence.
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Similarly, Nadeem et al. [12] reported that LLMs
such as BERT, GPT-2, and RoBERTa exhibited strong
stereotypical biases related to gender, profession,
race, and religion. On the other hand, fewer stud-
ies have looked at biases in vision-language mod-
els (VLMs) [13]-[15]. Cho et al. [13] found that text-
to-image models such as DALL-E and Stable Diffu-
sion had apparent gender and skin tone biases in
the generated images, and similar behavior was also
seen in the CLIP model [14]. The authors in [16]
explored whether VLMs could accurately interpret spe-
cific prompts and discovered that these models strug-
gle to respond to prompts containing the word 'no’ —
a phenomenon referred to as negation blindness.

Despite extensive research focused on identifying
and mitigating biases in text-based and vision-based
models, the domain of text-to-video generation remains
unexplored in bias assessment. Addressing the critical
research gap, our study investigates Sora, a state-
of-the-art text-to-video generation model, to assess
gender bias. The results reveal significant signs of
gender-related bias, with the model frequently asso-
ciating specific genders with stereotypical professions
and behaviors. Our finding underscores the need to
extend bias research to text-to-video models to ensure
that generative video technologies do not inadvertently
reinforce harmful societal norms as they gain promi-
nence in creative and industrial applications.

The rest of the paper is organized as follows: Sec-
tion 2 discusses the background of the study; Section 3
discusses all the models employed in the study, includ-
ing fine-tuned deep-learning models and foundation
models; Section 4 describes the methodology followed
to generate and compare the results of LLMs and
deep-learning models; Section 5 presents the results
and discussion of the current work; finally, Section 6
presents the concluding remarks and future directions.

Text-to-Video Generation Model (Sora)

Sora is a cutting-edge text-to-video generative Al
model developed by OpenAl, designed to create
videos that are up to one minute long from user-
provided text instructions. According to [1], Sora uti-
lizes a pre-trained diffusion transformer architecture.
The model starts with a noisy latent representation
of a video and iteratively refines it through denoising
steps, guided by textual input, to generate high-quality
video outputs. Sora employs advanced techniques
like unified visual representation and spatial-temporal
patch compression to enhance its adaptability and

maintain visual coherence across frames. Its ability to
follow complex language instructions is bolstered by
fine-tuning detailed video-caption datasets to ensure
precise alignment with user prompts.

Prompt Formation

To investigate gender bias in Sora, we designed twelve
prompts across three categories: Appearance, Behav-
ior, and Occupation (inspired by Hamidieh et al. [14]).
For each category, we considered four terms: Ap-
pearance = Attractive, Ugly, Muscular, Frail, Behavior
= Confident, Shy, Emotional, Rational, Occupation =
Nurse, Doctor, CEO, Secretary. To run the experi-
ments, we gave straightforward prompts to Sora such
as “A doctor working”, “A CEO working”, “ An attractive
person”, “A confident person”, etc. The selected terms
were chosen based on common stereotypes associ-
ated with male and female (e.g., a nurse is female,
males are muscular etc). Each prompt was designed
to be simple, direct, and neutral to avoid introducing
additional bias in phrasing.

Video Generation

Each of the twelve prompts was executed 10 times
using Sora, generating 120 videos (of 5 seconds dura-
tion). Each run was performed independently, and the
generated videos were then analyzed to identify the
gender for each term. We counted the occurrences of
specific genders for each prompt. The frequency analy-
sis provided quantitative evidence of how strongly Sora
associates specific genders with culturally ingrained
stereotypes. Overall, the adopted approach allowed us
to evaluate whether certain genders were dispropor-
tionately linked to particular appearance, occupations
and behaviors to indicate stereotypes in the model’s
outputs.

Appearance

The analysis of the Appearance category reveals
considerable biases that align with traditional gender
stereotypes. The term “Attractive” was predominantly
associated with females. In contrast, “Muscular” was
exclusively associated with males which reinforces the
stereotype that muscularity is a male trait. For “Frail,”
the model showed a clear bias toward females to
indicate a strong link between frailty and femininity.
However, for “Ugly,” the representation was balanced
between males and females.
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FIGURE 1. Count of biases across 12 terms categorized into Appearance, Behavioral Traits, and Occupations. This bar
chart illustrates the occurrence counts of gender biases for male and female representations within three primary categories:
Appearance (e.g., Attractive, Muscular, Frail), Behavioral Traits (e.g., Confident, Emotional, Rational), and Occupations (e.g.,
Doctor, Nurse, CEO). The data highlights notable disparities in gender attribution for these terms, offering insights into

stereotypical biases in societal perception

Behavior

In the ‘Behavior’ category, the biases were also pro-
nounced and aligned with traditional societal expec-
tations. The term “Confident” was predominantly as-
sociated with men while “Shy” was more frequently
linked to women. Similarly, the term “Emotional” was
overwhelmingly associated with females. On the other
hand, “Rational” was primarily linked to men.

Occupation

The Occupation category demonstrated some of the
most significant gender biases. The term “Nurse”
was exclusively associated with females. The profes-
sion “Doctor” was somewhat balanced. “CEO” was
overwhelmingly associated with males, reinforcing the
stereotype of male dominance in leadership positions.
Conversely, “Secretary” was entirely associated with
females, further underscoring a bias that aligns secre-
tarial roles with women.
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Discussion

The results highlight significant gender biases in
Sora, which reflect broader bias patterns observed
in text- and vision-based models. Across three cate-
gories—Appearance, Behavior, and Occupation—Sora
consistently aligns with traditional gender stereotypes.
Terms like “Attractive” and “Frail” were predominantly
associated with females, while “Muscular” and “Con-
fident” were heavily linked to males. It reveals an
apparent inclination to reinforce societal norms. Sim-
ilarly, occupational roles like “Nurse” and “Secre-
tary” were overwhelmingly associated with females,
whereas “Doctor” and “CEQO” were predominantly
linked to males, which reflects entrenched stereotypes
about gender and professional hierarchies. The find-
ings emphasize that, much like text-based and vision-
based models, text-to-video models like Sora are not
immune to inheriting and perpetuating biases present
in training data. Our findings also reveal additional lay-
ers of stereotypes embedded in the videos produced
by the model.
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FIGURE 2. Detailed visualization of bias distribution across categories and terms. The figure presents a comparative
analysis of bias occurrence for specific terms categorized into dimensions such as Appearance, Behavioral Traits, and
Occupation. Each subfigure illustrates how biases manifest differently for various terms (e.g., Attractive, Shy, Nurse) within
male and female contexts, providing deeper insights into patterns and disparities across these categories. The arrangement
highlights key contrasts and underlines the prominence of certain biases in specific contexts.
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Beyond gender, the associations made by Sora re-
flect stereotypical assumptions about age, demeanor,
and professional appearance (see Fig. 2). For in-
stance, old people are predominantly depicted as frail,
which perpetuates an ageist stereotype that equates
aging with physical weakness. Similarly, shy individu-
als are frequently portrayed as young, suggesting an
implicit bias that associates introverted or reserved
behavior with youthfulness, possibly overlooking the
diversity of personalities across age groups. Further-
more, confident individuals are consistently shown in
formal attire reflecting a narrow and conventional view
of confidence tied to professional environments or
success. Likewise, rational individuals are depicted as
studying or working. It wrongly suggests that rational-
ity is exclusively linked to academic or professional
contexts while ignoring other dimensions of rational
behavior in day-to-day life. Moreover, Secretaries are
often depicted as talking on landline/wired phones.
These layered biases highlight the model’'s reliance
on deeply ingrained societal tropes, which emphasizes
the need for a broader interrogation of how training
data and algorithmic design choices contribute to the
reinforcement of multi-dimensional stereotypes beyond
just gender bias. All generated videos are publicly
available.

To address the identified gender biases in Sora, we
implemented prompt-level debiasing using two distinct
approaches: direct and indirect. The direct approach
involved explicitly specifying the gender within the
prompt, such as “A male nurse” or “A muscular fe-
male person.” This method successfully yielded the
desired outcomes with the generated videos aligning
with the specified gender, effectively overriding the
default biased associations of the model (see Fig. 3). In
contrast, the indirect approach sought to mitigate bias
by subtly instructing Sora to produce unbiased out-
puts without explicit gender references. For instance,
when the prompt: “A CEO working. It could be male
or female” were tested, Sora demonstrated a persis-
tent and strong bias, exclusively generating videos of
male CEOs in all 10 runs. The results underscore
the model’s deep-rooted bias, revealing that indirect
strategies alone cannot overcome stereotypes in the
generation process.

Thttps://www.kaggle.com/datasets/mohammadnadeem/
sora-videos-for-gender-bias-analysis.
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While the study provides valuable insights into the
presence of gender bias in text-to-video generation
models, it is important to acknowledge several limi-
tations that constrain the scope and generalizability
of the findings. First, the analysis is restricted to a
single model, Sora, which limits the ability to draw
broader conclusions about text-to-video generation
models. Evaluating multiple models would provide a
more comprehensive understanding of the prevalence
and nature of biases across different architectures
and datasets. Second, the study focuses exclusively
on binary gender bias, leaving other potential biases
unexplored, such as race, ethnicity, age, or socioe-
conomic status. A more holistic investigation encom-
passing multiple dimensions of bias would offer deeper
insights into the fairness of these models. Third, the
prompts used in the experiments are limited in num-
ber and diversity, which may not fully capture the
model’s behavior across a broader range of scenarios.
Expanding the variety of prompts would improve the
robustness and applicability of the findings. Lastly, the
experiments are based on a limited number of runs,
which could impact the reliability of the results due to
potential variability in the model’s outputs. Increasing
the number of experimental runs would enhance the
statistical significance and consistency of the obser-
vations. Addressing these limitations in future studies
would provide a more nuanced and complete under-
standing of bias in text-to-video generation systems.

The current study offers a preliminary investigation
into gender bias in text-to-video generation models,
focusing on Sora as a case study. The findings reveal
significant biases that align with traditional gender
stereotypes, with females being predominantly asso-
ciated with traits such as attractiveness and frailty.
At the same time, males were linked to muscular-
ity, confidence, and leadership roles. Additionally, the
analysis uncovered deeper layers of stereotypes be-
yond gender, such as age-related biases and con-
textual stereotypes (confident individuals in formal at-
tire). While prompt-level debiasing demonstrated that
direct approaches could mitigate these biases, indirect
instructions were largely ineffective, highlighting the
strong nature of biases within the model’s outputs.
Future research should expand beyond a single model
to analyze bias across multiple text-to-video generation
systems to offer a more comprehensive understanding
of the field.


https://www.kaggle.com/datasets/mohammadnadeem/sora-videos-for-gender-bias-analysis
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FIGURE 3. The effect of direct debiasing. The figure highlights the impact of directly introducing male/female keyword in the

prompts.

Investigating other forms of bias, such as racial
and cultural stereotypes, would provide a more holistic
perspective. Moreover, employing a more extensive
and diverse set of prompts and more experimental
runs could yield more statistically significant insights.
Beyond analysis, future work should explore advanced
mitigation techniques, such as incorporating fairness-
aware algorithms and retraining models with bias-
sensitive datasets to ensure that generative Al tools
produce equitable and unbiased outputs. These efforts
will be crucial for advancing the ethical deployment of
Al models in diverse real-world applications.
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