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a b s t r a c t

Sentiment analysis has been a hot research topic in natural language processing and data mining fields
in the last decade. Recently, deep neural network (DNN) models are being applied to sentiment analysis
tasks to obtain promising results. Among various neural architectures applied for sentiment analysis,
long short-term memory (LSTM) models and its variants such as gated recurrent unit (GRU) have
attracted increasing attention. Although these models are capable of processing sequences of arbitrary
length, using them in the feature extraction layer of a DNN makes the feature space high dimensional.
Another drawback of such models is that they consider different features equally important. To address
these problems, we propose an Attention-based Bidirectional CNN-RNN Deep Model (ABCDM). By
utilizing two independent bidirectional LSTM and GRU layers, ABCDM will extract both past and future
contexts by considering temporal information flow in both directions. Also, the attention mechanism
is applied on the outputs of bidirectional layers of ABCDM to put more or less emphasis on different
words. To reduce the dimensionality of features and extract position-invariant local features, ABCDM
utilizes convolution and pooling mechanisms. The effectiveness of ABCDM is evaluated on sentiment
polarity detection which is the most common and essential task of sentiment analysis. Experiments
were conducted on five review and three Twitter datasets. The results of comparing ABCDM with six
recently proposed DNNs for sentiment analysis show that ABCDM achieves state-of-the-art results on
both long review and short tweet polarity classification.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

Sentiment analysis aims at analyzing and extracting knowl-
dge from the subjective information published on the Internet.
ue to its vast range of academic and industrial applications as
ell as exponential growth of Web 2.0, sentiment analysis has
een a hot research field in data mining and natural language
rocessing (NLP) recently [1]. Therefore, various methods and
ools capable of specifying the polarity of a document have been
eveloped in recent years. Polarity detection is a binary classifica-
ion task that represents an important dowel in most sentiment
nalysis applications [2]. Most of earlier methods for sentiment
nalysis, trained shallow models on carefully designed effective
eatures to obtain satisfactory polarity classification results [3].

These models usually applied traditional classification meth-
ds including support vector machines (SVM), latent Dirichlet

∗ Corresponding author.
E-mail address: cambria@ntu.edu.sg (E. Cambria).
ttps://doi.org/10.1016/j.future.2020.08.005
167-739X/© 2020 Elsevier B.V. All rights reserved.
allocation (LDA), and Naïve Bayes on linguistic features such as n-
grams, part-of-speech (POS) tags, and lexical features. There are
two main drawbacks to this approach; (i) the feature space on
which the model should be trained is sparse and high-dimensional
which decreases the performance of the model, (ii) the feature
engineering process is a labor- and time-intensive task.

To address the above mentioned drawbacks of traditional clas-
sification methods, learning word embedding has been proposed
and used by several recent research works [4–6]. Word embed-
ding is a real-valued dense vector created using a neural language
model that considers different lexical relationships [7,8]. This
makes the use of word embedding as the input to deep neural
networks (DNN) very popular in recent NLP studies [7]. DNNs
have attracted the attention of many researchers in different
fields such as computer vision [9], multimodal sentiment anal-
ysis [10], medical informatics [11], and finance [12] in recent
years.

DNNs have been proposed for the analysis of textual data
mainly focuses on either learning word embedding or performing

https://doi.org/10.1016/j.future.2020.08.005
http://www.elsevier.com/locate/fgcs
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http://crossmark.crossref.org/dialog/?doi=10.1016/j.future.2020.08.005&domain=pdf
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achine learning tasks such as classification and clustering on
he learned feature vectors [13]. Among the vast deep network
ypes, convolutional neural networks (CNNs) and recurrent neural
etworks (RNNs) are more common in text processing related
tudies [13]. The reason for this popularity is the ability of CNNs
n learning local patterns and the power of RNNs in sequential
odeling. Although RNNs are suitable for many text processing
pplications, they suffer from vanishing and exploding gradients
hen there are long-term dependencies in the input data [7].
uch dependencies are common in most NLP applications and
pecifically in sentiment analysis.
To address this problem, long short-term memory (LSTM) and

ated recurrent unit (GRU) networks were introduced. The former
ddress the problem via input, forget, and output gates, while
he latter exploits a reset gate and an update gate (see Sec-
ion 2). Due to their potential to solve the problems of standard
NNs, both LSTM and GRU have attracted the attention of NLP
esearchers [14]. To consider both the preceding and succeeding
ontexts, bidirectional LSTM (Bi-LSTM) and bidirectional GRU (Bi-
RU) were proposed. By combining the forward and backward
idden layers, these models can better address the sequential
odeling problem.
Although Bi-LSTM and Bi-GRU are extensively used in NLP

pplications, there are two main drawbacks in them: (1) the high-
imensional input space common in text processing applications
ncreases the complexity of the model and makes it difficult to
ptimize; (2) the model cannot focus on the important parts of
he contextual information of text. To address these problems,
everal approaches were proposed in the literature. For example,
NNs were used to decrease the dimensionality of the feature
pace as well as extracting meaningful features from text [15].
ttention mechanism was used to focus on the important parts
f context by assigning different weights [7].
However, existing deep models for SA usually address a few

roblems and neglect others. For example, Chatterjee et al. [16]
tilized two pre-trained word embeddings and LSTM to extract
oth sentiment and semantic for emotion recognition, but their
odel did not consider the differences between the importance
f different parts of sentences. Liu et al. [17] combined bidirec-
ional LSTM with CNN and exploited attention mechanism but
id not addressed the problem of co-occurrence of both short
nd long dependencies. Rezaeinia et al. [18] improved pre-trained
ord embeddings and employed CNNs but did not consider long
ependencies and words with different importances. To fill the
xisting gap, the current study proposes a new deep model for
olarity detection of both short and long user comments. Specif-
cally, our proposed model extracts both long and short intra-
entence relations, considers forward and backward contextual
ependencies, selects most important features, and pay more or
ess attention to different words in comments.

In the proposed model, first, the global vectors for word rep-
esentation (GloVe) [8] are used as the weights in the embedding
ayer. Then, the attention mechanism is used at the outputs of
i-LSTM and Bi-GRU branches to make the model capable of
aying more or less attention to different words and sentences.
onvolution is then used to extract informative features and
ecrease the dimensionality of the input data. Also, global and
verage pooling layers are stacked at the outputs of CNN layers
o down sample their feature maps. This makes the resulting
eature maps more robust to the positional changes of features. To
erify the effectiveness of the proposed model, we conducted the
xperiments on eight sentiment analysis datasets including five
arge-scale Amazon review datasets and three Twitter datasets
ontaining more than one million user tweets.
In the experiments, the proposed model is compared with
ix state-of-the-art DNN-based text classification and sentiment
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analysis methods. On both long reviews and short tweets, the
proposed model outperformed other six methods in terms of
common performance measures in sentiment analysis and NLP
domains. Our main contributions are the following:

• Building a new deep architecture for sentiment analysis.
• Evaluating our model on two types of social media texts:

long reviews and short tweets.
• Comparing the performance of the proposed model with six

recent deep architectures for text classification and senti-
ment analysis.

The remainder of this article is organized as follows: Section 2
proposes a short literature review of neural models for sentiment
analysis and text classification; Section 3 presents the theoretical
background of the proposed neural model; Section 4 describes the
proposed model in detail; experiments and results are presented
in Section 5; finally, Section 6 concludes the paper and offers
some directions for future research.

2. Related work

2.1. Sentiment analysis

Most traditional sentiment analysis research works used su-
pervised machine learning methods as their core classification or
clustering module [19]. These methods usually exploited bag-of-
words (BOW) model and n-gram features to present and classify
user generated sentiment-bearing texts [20]. These features are
proposed to address the problems of simple BOW model includ-
ing ignoring word order and syntactic structures [21]. The main
drawback of using n-gram features, specially when n >= 3, is the
resulted high dimensional feature space. To address this problem,
feature selection methods have been extensively exploited in
recent studies [22,23].

Among different classification methods used for detecting
users’ sentiment from their text, SVM, LDA, Naïve Bayes, and
artificial neural networks are more common and achieved higher
performance [24–26]. The main problems of these supervised
methods are that they need a large amount of training data
and are usually slow. To address these problems, unsupervised
lexicon-based methods were proposed [20,27]. These methods
are simple, fast, and scalable. However, they heavily rely on
the lexicon, making them less accurate than their supervised
counterparts [27,28]. Domain dependency is another problem
of lexicon-based methods which make them less applicable for
domains that do not have specific lexicons.

To benefit from the advantages of both supervised and lexicon-
based methods, few researchers combined them in different
ways [29,30]. For example, Zhang et al. [31] proposed a two-step
method for entity-level sentiment analysis of tweets in which the
first step is a lexicon-based method with high precision and the
second step is a supervised method with high recall. Mudians
et al. [32] have also proposed a hybrid of lexicon-based and
machine learning methods for concept-based sentiment anal-
ysis. Their method outperformed pure lexicon-based methods
in both polarity and sentiment strength detection, and offered
more accurate explanation and justification compared to purely
statistical methods. Recently, Ghiassi and Lee [33] proposed a
new hybrid method by identifying and reducing the size of a
Twitter specific lexicon set and then, feeding it to a supervised
method for sentiment classification. Finally, Chikersal et al. [34]
proposed a hybrid of machine learning and lexicon-based meth-
ods for sentiment polarity. They showed that the hybrid method
outperformed both the statistics- and lexicon-based method in
classifying user reviews.
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Table 1
Summary of DDN models selected for comparison with our model (ABCDM).
Research RNN CNN Attention Multi channel Dataset type Num of datasets

SS-BED [16] ✓ tweet 1
HAN [35] ✓ ✓ review 4
ARC [36] ✓ ✓ ✓ tweet + review 2
CRNN [37] ✓ ✓ review 3
IWV [18] ✓ review 5
AC-BiLSTM [17] ✓ ✓ ✓ review 7
ABCDM (This study) ✓ ✓ ✓ ✓ tweet + review 8
2.2. Deep models for sentiment analysis

In the field of sentiment analysis, most of recent DNN-based
tudies has been oriented towards learning word embedding or
xploiting different kinds of DNNs for classification or clustering
asks. Word embeddings are created to capture word similarities
nd their lexical relationships [38]. To create such embeddings,
nsupervised methods are usually used. These methods are based
n the fact that the words in similar contexts have similar mean-
ngs, hence, should have similar vectors. The main drawback of
his assumption is that the vector of some semantically different
ords that usually co-occur in a small neighborhood are similar.
or example, sentiment-bearing words with opposite meaning
uch as good and bad may have similar vectors because they
sually appear in similar context. To address this problem, few
esearchers proposed sentiment-aware word vectors. These vec-
ors are created based on large sentiment lexicons and super-
ised methods [7,39–41]. Dragoni and Petrucci [42] proposed a
ew neural word embedding method for multi-domain senti-
ent analysis. They addressed the main shortcomings of previous
ethods which did not yield good performance when employed

n different domain from the one they were trained on. Their new
ethod performed better by obtained higher performance.
Due to their ability to model long-term dependencies, LSTM

nd its variants are used extensively in sentiment analysis appli-
ations [43]. For example, Ju et al. proposed cached LSTM to learn
ocal and global semantic features in a long text [44]. Lu et al. pro-
osed p-LSTM in which three-words embedding is used instead of
ne-word embedding. Phrase embedding layer and LSTM are used
n p-LSTM for sentiment classification tasks [45]. Recently, Chat-
erjee et al. [16], proposed a multichannel LSTM model named
S-BED for emotion detection in tweets. In their model, GloVe [8]
nd Sentiment Specific Word Embedding (SSWE) [46] are used in
arallel as pre-trained word embedding, then for each path, three
STM modules are applied sequentially to model long dependen-
ies in text. Finally, two resulted feature vectors are concate-
ated to form the input to the fully connected layer. Other vari-
nts of LSTM used for sentiment analysis include TD-LSTM [47],
LSTM [48], cBLSTM [49], Tree-LSTM [50], and Sentic LSTM [51].
Recently, the attention mechanism is used to improve DNNs

y letting them know where to focus for learning. For example,
hou et al. [52] proposed a bidirectional LSTM with attention
echanism to select the important features. Yang et al. [35],
roposed a new attention-based network named hierarchical at-
ention networks (HAN) for text classification. In their model,
hey employed two attention modules in word and sentence
evels, respectively. They stacked the attention modules on the
utputs of GRU-based sequence encoders. Recently, He et al. [53]
sed two transfer methods besides the attention-based LSTM for
ocument-level sentiment analysis. They also proposed a target-
ware and a syntax-based attention mechanism for aspect-level
entiment analysis [54].
CNNs are used in sentiment analysis applications as local

eature extractors. In other words, these models are useful when,
n a long text, certain local patterns such as n-grams are of
mportance. For example, Johnson and Zhang [55], used the BOW
281
model in convolution layer and proposed a new model named
Seq-CNN to keep words’ information. Kalchbrenner et al. [56] pro-
posed a dynamic CNN method named DCNN, for sentence-level
sentiment analysis. Dynamic K-Max pooling is used in the DCNN
to capture word relations. Recently, Rezaeinia et al. proposed a
CNN-based model that exploited improved word embedding for
sentiment analysis in document level [18]. In their model, they
improved pre-trained Word2Vec [57] and GloVe [8] embedding
with lexical, positional, and syntactical features. Then, applied
three different CNN modules sequentially to select important
features from text. Other variants of CNN used for sentiment anal-
ysis applications include charCNN [58], CNN-rand, CNN-static,
CNN-multichannel [59], CNN-LSTM [37], Ada-CNN [60], and many
more.

Few researchers proposed hybrid DNNs for sentiment anal-
ysis [61]. For example, Wang et al. [37] proposed combination
of CNN and RNN for sentiment analysis of short texts. They
tried different combinations of CNN with LSTM and GRU modules
on three different datasets of short texts. Recently, Wen and
Li [36], proposed a combination of GRU and CNN with attention
mechanism named ARC to classify tweets and reviews. They
used bidirectional GRU units and three different CNN modules
to extract local n-gram and global features. More recently, Liu
and Guo [17] proposed a combination of bidirectional LSTM and
CNN networks with attention mechanism named AC-BiLSTM for
sentiment analysis and question answering. In AC-BiLSTM, CNN is
first applied on the word embedding layer, then BiLSTM is used to
extract long dependencies. Finally, attention mechanism is used
to focus on important areas of the text.

In addition to the above-mentioned methods, several authors
proposed deep models for general text classification which can
also be used for sentiment analysis. Minaee et al. [62] reviewed
150 deep learning methods for text classification and they dis-
cussed more than 40 well-known datasets used in text clas-
sification task. In another research, Liu et al. [63] proposed a
pre-training model called RoBERTa, a modified version of BERT,
which uses both training data size and key hyper-parameters. Lan
et al. [64] introduced two new parameter reduction approaches to
increase the training speed and at the same time to reduce mem-
ory requirement of BERT. The new techniques named ALBERT
and BERT-large obtained results similar to the new state-of-the-
art methods (RACE, GLUE, and SQuAD). Attention mechanisms
are very popular approaches as they have low training time and
use parallel computation. Shen et al. [65] proposed a new model
for learning sentence embedding called DiSAN (Directional Self-
Attention Network). Their proposed method does not use any
CNN/RNN structure and yielded good results for many datasets.

In the current study, we compared the proposed method
with six similar DNN models, namely CRNN [37], IWV [18], SS-
BED [16], HAN [35], ARC [36], and AC-BiLSTM [17]. The first two
models are CNN-based, the SS-BED is a LSTM-based model, and
last three ones are hybrid models with attention mechanism.
Table 1 summarizes these DNN models. The main differences
between these models and our proposed ABCDM model is that
our model considers the following important features simultane-
ously: considering both long and short contextual dependencies
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Fig. 1. Comparison of RNN units (a) LSTM and (b) GRU.
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Fig. 2. The attention mechanism in a bidirectional network.
Source: Adopted from [66].

using bidirectional GRU and LSTM, selecting most important
features robust to positional changes using CNNs with different
filter size, kernels, and pooling mechanism, and paying different
attentions to different parts of comments.

3. Preliminaries

In this section, a brief overview of basic building blocks of
BCDM is presented. Specifically, LSTM, GRU and Bidirectional
STM networks are described in Section 3.1, then attention mech-
nism and CNN are presented in Sections 3.2 and 3.3, respectively.

.1. Long short-term memory

LSTM is a special type of RNN which is designed to handle the
anishing/exploding problem faced by RNNs. LSTMs, like other
ypes of RNNs, generate their output based on the input from
he current time-step and the output of the previous time-step
nd send the current output to the next time-step. Every LSTM
nit consists of a memory cell ct , which preserves its state over
rbitrary time intervals and three non-linear gates including an
nput gate it , a forget gate ft , an output gate ot . These gates are
esigned to regulate information flow into and out of the memory
ell (see Fig. 1(a)) [17].
Suppose σ (.), tanh(.), and ⊙ are the element-wise sigmoid

unction, hyperbolic tangent function, and product, respectively.
t and ht are the input vector and the hidden state vector at time

t . U and W show the weight matrices of gates or cell for input xt
nd hidden state ht and b, denote the bias vectors. The forget gate
ecides what information needs to be forgotten by outputting a
umber in [0, 1] according to the following equation [17].

= σ (W h + U x + b ) (1)
t f t−1 f t f a

282
he input gate decides what new information should be stored
y computing it and c̃t and combining them according to the

following equations.

it = σ (W iht−1 + U ixt + bi) (2)

˜t = tanh(W cht−1 + U cxt + bc) (3)

t = ft ⊙ ct−1 + it ⊙ c̃t (4)

he output gate decides which parts of the cell state should be
utputted according to the following equations.

t = σ (W oht−1 + U oxt + bo) (5)

t = ot ⊙ tanh(ct ) (6)

To capture the future context in addition to the preceding
ontext, BiLSTM combines forward

−→
h t and backward

←−
h t hidden

ayers. This results in the temporal information flow in both
irections and better learning in the network.
A GRU is simpler variant of LSTM that has two gates, an

pdate gate r that combines forget and input gates, and a reset
ate z [13]. Similar to LSTM, the update and reset are computed
s [67]:

t = δ(W rht−1 + U rxt + br ) (7)

t = δ(W zht−1 + U zxt + bz) (8)

here δ(.) is the logistic sigmoid function and W , U , and b are
s before. The reset gate decides when the previous hidden state
hould be ignored and the update gate decides the amount of
nformation that should be passed to the current state [67]. The
idden state is computed as:

t = (1− zt )⊙ ht−1 + zt ⊙ h̃t (9)
˜t = tanh(W h̃t (ht−1 ⊙ rt )+ U h̃t xt ) (10)

.2. Attention model

Attention models are used to assign different weights to words
ontributing differently to the sentiment of a text. A common way
f assigning different weights to different words in a sentence is
o use a weighted combination (see Fig. 2) of all hidden states,
AW as follows.

t =
exp(v⊺

· h̃)∑
t exp(v · h̃)

(11)

Aw =

∑
t

αtht (12)

here h̃ and h are defined as shown in Eqs. (9) and (10) and v is
trainable parameter [66].
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Fig. 3. CNN for feature extraction. The input is a sequence of d-dimension word
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he embeddings and four feature maps are generated. The max-pooling is used
o generate a pooled vector of size 4.
ource: Adopted from [68].

.3. Convolutional neural network

CNNs consist of several convolution layers and are used in the
LP applications for local feature extraction. In these networks,
onvolution operation is performed on the input features via
inear filters. To apply a CNN on a sentence S with s words, first,
n embedding vector of size e is created. Then, a filter F of size
×h is repeatedly applied to the sub-matrices of the input feature
atrix. This, produces a feature map M = [m0,m1, . . . ,ms−h] as

ollows [68]:

i = F · Si:i+h−1 (13)

here, i = 0, 1, . . . , s−h and Si:j is a sub-matrix of S from row i to
. it is a common practice to reduce the dimension of feature maps
y feeding them to a pooling or sub-sample layer. Max-pooling
s a common pooling strategy which select the most important
eature b of the feature map as follows:

= max
0⩽i⩽s−h

{mi} (14)

he outputs of pooling layer are concatenated and form a pooled
eature vector which may then be used as the input of a fully
onnected network (see Fig. 3).

. Proposed system

To address the limitations of the existing deep architectures
or sentiment analysis, the current study proposes a new deep
odel, ABCDM, for polarity detection of both short and long user
omments. In ABCDM, GloVe word embedding, bidirectional GRU,
idirectional LSTM, attention mechanism, and CNN are used to
etter capture both long-term dependencies and local features.
To generate the input comment matrix, a pre-trained GloVe

mbedding matrix Wg ∈ Rn×e with n and e being the total
umber of words and embedding dimension, is used to embed
comment vector c ∈ Rm with m being the padding length or
aximum number of words wt , t ∈ [1,m] considered in the
omment as follows.

t = Wgwt , t ∈ [1,m] (15)

Then, two parallel layers of Bi-LSTM and Bi-GRU are applied
n the output of embedding layer to process the sequences of
rbitrary length and extract long dependencies in both forward
283
nd backward directions. We employed both GRU and LSTM to
ake the proposed model capable of remembering both short
nd longer sequences.
→
h tLSTM =

−−→
LSTM(ct ), t ∈ [1,m] (16)

−
h tLSTM =

←−−
LSTM(ct ), t ∈ [m, 1] (17)

→
h tGRU =

−−→
GRU(ct ), t ∈ [1,m] (18)

−
h tGRU =

←−−
GRU(ct ), t ∈ [m, 1] (19)

or each word, wt we can now obtain an annotation by concate-
ating forward and backward contexts as follows:

tLSTM = [
−→
h tLSTM ,

←−
h tLSTM ] (20)

tGRU = [
−→
h tGRU ,

←−
h tGRU ] (21)

The attention mechanism is applied on htLSTM and htGRU to
ake the model capable of paying more or less attention to
ifferent words in the comment. To achieve this, we modified the
eature vector by extracting informative words in the comment as
ollows:

tLSTM = tanh(WwLSTMhtLSTM + bwLSTM ) (22)

tGRU = tanh(WwGRUhtGRU + bwGRU ) (23)

tLSTM =
exp(u⊺

tLSTMuwLSTM )∑
t exp(u

⊺
tLSTMuwLSTM )

(24)

αtGRU =
exp(u⊺

tGRUuwGRU )∑
t exp(u

⊺
tGRUuwGRU )

(25)

sLSTM =
∑
t

αtLSTMhtLSTM (26)

GRU =
∑
t

αtGRUhtGRU (27)

here ut is a hidden representation of ht and uw is a context
ector which is randomly initialized and jointly learned in the
raining phase. The importance of a word ut is calculated us-
ng the similarity of ut with uw and is normalized as shown
n Eqs. (24) and (25). These importance weights αt are finally
ggregated into s by applying a weighted sum on them. s is the
omment vector and summarizes all the information of words in
he comment.

After obtaining the final comment representation s, convo-
ution operation is used to extract informative local features
nd decrease the dimensionality of the input data. Moreover,
onvolution enables the model to acquire position invariance.
n ABCDM, two parallel convolution layers with different kernel
ize for each branch (i.e., the Bi-LSTM and Bi-GRU branches) is
mployed independently. In this layer, convolution is conducted
n one dimension. Specifically, according to Eq. (13), two 1D-CNN
ith fixed number of filters and different window size are applied
o the comment representation (i.e., the outputs of Bi-LSTM and
i-GRU units) independently.
At this point, we have four outputs from the CNN layer, be-

ause two independent CNNs were applied to the outputs of
i-LSTM and Bi-GRU layers. Now, maximum and average pooling
ayers are stacked independently on the outputs of CNNs to down
ample their feature maps. This makes the resulting feature maps
ore robust to the positional changes of features. If we consider

he number of filters f in the CNN layer, the final feature vector Lc
or each pooling operation is Lci = [lc1, lc2, . . . , lcf ], i ∈ [1, 8]. We
obtained 8 local feature maps because for each CNN, maximum
and average pooling are applied independently.
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These feature vectors are concatenated to form the final doc-
ment vector. Thus, we have Lc = [Lc1, Lc2, . . . , Lc8]. Having
btained the Lc vector, we applied batch normalization, to ac-
elerate the network training and reduce overfitting [69]. For
redicting comments’ sentiment polarity, a fully connected dense
ayer is used to transform the Lc vector into a high-level sen-
iment representation. The output of this layer is calculated as
ollows.

d = Relu(Wdhp + bd) (28)

here hp is the hidden representation obtained from applying
atch normalization on the concatenation of pooling layers, and
d and bd are parameters learned in the training process. Finally,

he output of the dense layer is fed to an output layer with
igmoid function for binary classification. The pseudo-code of
BCDM is shown in Algorithm 1.

Algorithm 1: Pseudo-code of ABCDM.
Data: Comment matrix C ∈ Rn×p and the pre-trained GloVe

embedding matrix Wg ∈ R|V |×ewhere n is the number
of comments, p is the sequence padding length, V is
the vocabulary and e is the embedding dimension.

Result: Comments’ polarity vector
P = {pi ∈ {0, 1} : i ∈ [1, n]}

1 begin
2 Construct the word embedding matrix Ce ∈ Rn×p×e using

Wg according to Eq. (15)
3 branches = {Bi-LSTM, Bi-GRU}
4 for br ∈ branches do
5 Apply br on Ce to obtain both future and preceding

contexts
−→
h tbr ,

←−
h tbr using Eqs. (16) to (19).

6 Construct hbr using Eqs. (20) and (21), respectively.
7 Construct utbr using Eqs. (22) and (23), respectively.
8 num = exp(u⊺

tbruwbr )
9 sum←− 0
0 for t ∈ [1,m] do
1 sum←− sum+ exp(u⊺

tbruwbr )
2 end
3 αtbr =

num
sum sbr ←− 0

4 for t ∈ [1,m] do
5 sbr ←− sbr + (αtbr htbr )
6 end
7 Pooling = {GlobalMax1D,GlobalAvg1D}
8 Lc ←− ∅
9 for f ∈ FilterSize do
0 i←− 0
1 LcFilterSizebr ←− ∅

2 while i ̸= NoOfFilters do
3 lci ←− 1D-CNN(sbr , FilterSize)
4 Append(LcFilterSizebr , lc)
5 i←− i+ 1
6 end
7 for p ∈ Pooling do
8 Append(Lc, Apply(p, LcFilterSizebr ))
9 end
0 end
1 end
2 Apply(Lc, batchnormalization)
3 Construct hd using Eq. (28).
4 Feed hd into a sigmoid function for binary classification.
5 Update parameters of the model using the binary

cross-entropy loss function with the Adam method.
6 end
284
Although there are few similar studies in the literature [70,71]
that proposed the combination of CNN and LSTM, they have dif-
ferences with our ABCDM model and them. For example, in [70],
several parallel CNN layers are applied on the outputs of the em-
bedding layer to extract n-grams features. These features are then
used as the inputs to the RNN layer. There are several differences
between this work and ours. First, their model was proposed for
multi-label text classification while ours is proposed for single-
label multi-class classification. Second, their model does not have
any attention layer while ours employed an attention layer to pay
more or less attention to different words in a comment. Third,
their model uses original RNN while we employed bidirectional
LSTM and GRU layers to consider both forward and backward
context in the sentence. In another example is [71] have proposed
an ensemble method to combine CNN and BiLSTM. Similar to
our model their model used a bidirectional LSTM to extract both
forward and backward context. However, their model used CNN
and BiLSTM in parallel and used average probability scores of
these models as final predictions. Our model, in contrast, concate-
nated the features extracted from bidirectional layers and then
applied to the CNN to capture the local information. Moreover, we
employed an attention layer to assign various weights to different
words in the comment according to their importance.

5. Experiments and results

5.1. Experimental setup

5.1.1. Datasets
In the current study, ABCDM is evaluated on long review and

short Twitter datasets for sentiment analysis using the following
datasets.

• App: Apps for Android dataset [72]. This dataset contains
752,937 product reviews and metadata from Amazon.
• Kindle: Kindle Store dataset [72]. It contains 982,619 prod-

uct reviews and metadata from Amazon.
• Movies: Movies and TV dataset [73]. It contains 1,697,533

product reviews and metadata from Amazon.
• Electronics: Electronics dataset [72]. This dataset contains

1,689,188 product reviews and metadata from Amazon.
• CDs: CDs and Vinyl dataset [72]. It contains 1,097,592 prod-

uct reviews and metadata from Amazon.
• Airline Twitter: Airline Twitter Sentiment dataset [74]. It

contains 14,641 tweets about the problems of each major
U.S. airline. It was scraped from February of 2015.
• Sentiment140: Sentiment140 dataset was created by com-

puter science graduate students at Stanford University [75].
It is a balanced dataset contains 1,600,000 tweets automat-
ically categorized into negative and positive classes.
• T4SA: Twitter for Sentiment Analysis dataset [76] that con-

tains the sentiment classification of 1,179,957 selected twe-
ets from the multimodal T4SA dataset.

The statistics of the above-mentioned datasets are described in
more details in Table 2 and Figs. 5 and 5(b).

5.1.2. Parameter settings
ABCDM and the other baseline models are implemented using

the Keras library which is a high-level neural networks API,
written in Python. To construct the input comment matrix C ,
100,000 words are considered in the Tokenizer method and com-
mon preprocessing steps are applied to the datasets during the
tokenization process. As shown in Figs. 5 and 5(b), we considered
the 100 and 45 first words of comments in the review and tweet
datasets by setting the padding size to 100 and 45, respectively.
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Fig. 4. Proposed architecture of ABCDM.
Table 2
Details of the datasets used in this study.
Type Unbalanced Balanced

Dataset Total 5-star 4-star 3-star 2-star 1-star Positive Negative

Review

App 752937 386637 158081 85121 44385 78713 123098 123098
Kindle 982619 575264 254013 96194 34130 23018 57148 57148
Movies 1697533 906608 382994 201302 102410 104219 206629 206629
Electronics 1689188 1009026 347041 142257 82139 108725 190864 190864
CDs 1097592 656676 246326 101824 46571 46195 92766 92766

Tweet
Airline Twitter 14641 – – – – – 2363 2363
Sentiment140 1600000 – – – – – 800000 800000
T4SA 1179957 – – – – – 179050 179050
Publicly available pre-trained GloVe word vectors are used

s the weights in the embedding layer. The ‘‘Wikipedia 2014 +

igaword 5’’ version of GloVe [8] that contains 6 billion tokens

ith vocabulary size of 400000 is used in the current study. The

mbedding size of 100 is considered in the embedding layer.
285
Bidirectional CuDNNGRU and CuDNNLSTM, each with 128
memory units are used in the sequential layer. In the convo-
lutional layer, 32 filters with kernel size of 4 and 6 are used
as shown in Fig. 4. The size of the dense fully connected layer
is 64 and the sigmoid activation function is used as the binary
classifier.
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Table 3
Parameter settings.
BiLSTM Memory Units CNN Filters CNN Kernel Size Dense Size Avg. Accuracy

64 16 5, 7 128 0.890
64 32 4, 6 32 0.859
64 64 3, 5 128 0.882
128 16 3, 5 128 0.892
128 32 4, 6 64 0.905
128 64 4, 6 32 0.893
256 16 3, 5 32 0.879
256 32 5, 7 64 0.887
256 64 4, 6 32 0.881
The training batch size for is set as 512 and the dropout
ate is 0.2. The Adam stochastic optimizer with the learning and
ecay rate of 10−3 and 10−10 are used to train the network using
he back-propagation algorithm. Binary cross-entropy is used as
he loss function and accuracy metric is calculated to detect the
onvergence. To prevent overfitting, 5-fold cross validation and
arly stopping with monitoring validation loss in max mode with
atience of 3 is used in the training process.
To obtain reasonable values for number of BiLSTM memory

nits, number of CNN filters, kernel size, and neurons in the
ense layer, we performed grid search technique on three values
ith each having four parameters as shown in Table 3. In this
able for three tested values of BiLSTM memory units and three
alues of CNN filters, the best values of CNN kernel size and
ense layer from their three tested values and corresponding
verage accuracy using all 8 datasets as shown. Other values of
NN Kernel Size and Dense layer size and their combination with
iLSTM Memory Units and three values of CNN filters are not
hown due to space limitation.

.1.3. Evaluation criteria
Five evaluation criteria namely Precision (Pr), Recall (Re), F1-

easure (F1), and Accuracy (Acc) are used to assess the perfor-
mance of the models. These criteria are extensively used in text
classification and sentiment analysis tasks [20,77]. These criteria
are calculated as follows:

Pr = TP
TP+FP ,

e = TP
TP+FN ,

1 =
2× Pr × Re
Pr + Re

,

cc = TP+TN
TP+FP+TN+FN ,

here TP , TN , FP , and FN are true positive, true negative, false
ositive, and false negative, respectively [20].

.2. Baseline methods

This study, benchmarks the following six similar DNN models
eveloped for sentiment polarity classification, as they achieved
ood results. This six DNN models are given below:

• CRNN [37]: In this model, each sentence is considered as a
region and a regional CNN is applied to the input word vec-
tors. Then, max pooling is used to reduce the dimensionality
of the local features. Finally, an LSTM layer is used to capture
long dependencies and a linear decoder is used to predict
continuous valence and arousal scores.
• IWV [18]: This model consists of three convolution layers, a

max pooling layer and a fully connected layer designed for
sentiment polarity classification.
286
Table 4
Comparison of the results obtained on the Kindle dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.8308 0.9461 0.8827 0.8910Neg 0.9514 0.8521 0.8979

HAN Pos 0.8762 0.9352 0.9043 0.9075Neg 0.9388 0.8843 0.9104

ARC Pos 0.8718 0.9422 0.9054 0.9091Neg 0.9463 0.8811 0.9124

CRNN Pos 0.8833 0.9424 0.9116 0.9145Neg 0.9457 0.8908 0.9172

IWV Pos 0.8779 0.9354 0.9046 0.9080Neg 0.9380 0.8870 0.9109

AC-BiLSTM Pos 0.8553 0.9555 0.9018 0.9074Neg 0.9595 0.8705 0.9122

ABCDM Pos 0.9088 0.9570 0.9322 0.9340Neg 0.9591 0.9134 0.9356

• SS-BED [16]: This model applies two parallel LSTM layers on
two different word embedding matrices to learn semantic
and sentiment feature representations. The output of the
LSTM layers are then fed into a fully connected network
with one hidden layer to predict emotion categories.
• HAN [35]: This model consists of four main parts: word

sequence encoder which is a bidirectional GRU, a word-
level attention layer which is used to form a weighted
sentence vector, a sentence encoder which is another bidi-
rectional GRU, and a sentence-level attention layer that
rewards sentences correctly classify a document.
• ARC [36]: In this model, a one-layer bidirectional GRU is

applied on the word vectors and the results are fed into
an attention layer. The output of the attention mechanism
is then fed into a CNN layer followed by a max-over time
pooling operation, and a fully connected layer.
• AC-BiLSTM [17]: This model starts with a one dimension

CNN layer with different filter sizes that is used for local
feature extraction. The output of the CNN layer is fed into
a bidirectional LSTM network which is followed by an at-
tention mechanism. The output layer in this model consists
of a dropout layer and a softmax layer.

5.3. Results

In this section, baseline comparisons are provided. Firstly,
ABCDM is compared with six above-mentioned neural methods
for sentiment analysis with long reviews. Secondly, a similar com-
parison is presented with short tweets. Finally, the performance
of ABCDM is compared with a stacking method that aggregated
the results obtained by all algorithms described in Table 1.

5.3.1. Analysis of the results on long reviews
The results obtained on five long review datasets are shown

in Tables 4–8.
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Fig. 5. Comparison of word count distributions of 5 review datasets (a) before and (b) after padding review length to 100 words.
Fig. 6. Comparison of word count distributions for 3 tweet datasets before padding review length to 45 words.
ABCDM achieved accuracy improvements as much as 1.95%,
.85%, 3.0%, 2.61%, and 3.63% on Kindle, App, Movie, Electronics,
nd CD datasets as shown in Tables 4–8. For the F1 measure, these
mprovements for the positive class are 2.06%, 1.70%, 3.52%, 2.93%,
nd 4.39% and for the negative class are 1.84%, 1.48%, 2.58%,
.33%, and 3.04%. It can be noted that our ABCDM outperformed
he other six models in terms of both accuracy and F1 measures.
hese improvements are mainly benefited from (1) considering
ong dependencies existing in text using bidirectional LSTM and
RU layers, (2) using varying length local features by applying
ifferent sized CNN layers, and (3) assigning different weights
o different words in the review according to their importance
chieved by the attention layer. In order to better interpret the
redictions of models, we plotted the Receiver Operating Char-
cteristic (ROC) curves of the models in Fig. 7. ROC curve is used

hen the classes are balanced which is the case in our study.

287
This helps to compare the models using different thresholds.
Moreover, the Area Under the Curve (AUC) is compared to evalu-
ate the performance of the model. A notable point in the results
is that the performance improvement of ABCDM is lower for the
Kindle and App datasets. This may be due to the average length
of the reviews in these datasets. As shown in Fig. 5, the Kindle
and App datasets have shorter reviews in average. As described
in Algorithm 1, ABCDM applied two RNN-based layers on the
embedding matrices to extract long-dependencies in text. Such
long dependencies are more evident in longer reviews and this
can justify the better performance of ABCDM on longer reviews.

Another point in the results is that the improvements for the
positive class are higher in comparison to those for the negative
class. This may be the result of the fact that local relations such
as negations and comparisons are more prevalent in the negative
reviews in comparison to the positive reviews and capturing such
semantically negative relations is more difficult than positive
relations.
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omparison of the results obtained on the App dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.8739 0.9273 0.8994 0.9024Neg 0.9310 0.8814 0.9052

HAN Pos 0.8811 0.9210 0.9005 0.9027Neg 0.9243 0.8862 0.9048

ARC Pos 0.8618 0.9372 0.8977 0.9019Neg 0.9420 0.8724 0.9057

CRNN Pos 0.8724 0.9354 0.9026 0.9060Neg 0.9396 0.8808 0.9091

IWV Pos 0.8720 0.9254 0.8977 0.9007Neg 0.9294 0.8793 0.9035

AC-BiLSTM Pos 0.8558 0.9463 0.8983 0.9033Neg 0.9509 0.8692 0.9079

ABCDM Pos 0.8945 0.9461 0.9196 0.9218Neg 0.9491 0.9000 0.9239

Table 6
Comparison of the results obtained on the Movie dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.8000 0.9096 0.8471 0.8586Neg 0.9173 0.8271 0.8675

HAN Pos 0.8220 0.9106 0.8632 0.8702Neg 0.9184 0.8388 0.8762

ARC Pos 0.8282 0.9019 0.8627 0.8687Neg 0.9091 0.8424 0.8739

CRNN Pos 0.7973 0.9142 0.8511 0.8611Neg 0.9249 0.8214 0.8697

IWV Pos 0.8301 0.8991 0.8627 0.8680Neg 0.9061 0.8428 0.8729

AC-BiLSTM Pos 0.8224 0.9211 0.8678 0.8755Neg 0.9286 0.8414 0.8821

ABCDM Pos 0.8801 0.9274 0.9030 0.9055Neg 0.9310 0.8860 0.9079

Table 7
Comparison of the results obtained on the Electronics dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.8351 0.8964 0.8633 0.8684Neg 0.9017 0.8476 0.8728

HAN Pos 0.8297 0.9135 0.8694 0.8755Neg 0.9212 0.8442 0.8809

ARC Pos 0.8184 0.9115 0.8615 0.8689Neg 0.9194 0.8365 0.8754

CRNN Pos 0.8295 0.9181 0.8708 0.8774Neg 0.9254 0.8456 0.8832

IWV Pos 0.8292 0.9092 0.8664 0.8725Neg 0.9159 0.8443 0.8779

AC-BiLSTM Pos 0.8280 0.9253 0.8736 0.8804Neg 0.9327 0.8449 0.8864

ABCDM Pos 0.8701 0.9387 0.9029 0.9065Neg 0.9428 0.8791 0.9097

As an example consider the following two sentences. ‘‘I feel
he foods in the restaurant are quite good’’ and ‘‘I don’t feel the
oods in the restaurant are good’’. In the first sentence, there is no
istance between the word ‘‘quite’’ which is an intensifier and the
ord ‘‘good’’ which has a positive sense. However, in the second
entence, there is a 7-words distance between the word ‘‘don’t’’
s a negation word and the word ‘‘good’’ as the sentiment-bearing
ord of the sentence. Such long distances between the sentiment
olarity changer words in negative reviews may decrease the
erformance of the model.
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Table 8
Comparison of the results obtained on the CD dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.6997 0.8937 0.7847 0.8082Neg 0.9165 0.7535 0.8269

HAN Pos 0.7800 0.9086 0.8392 0.8507Neg 0.9213 0.8076 0.8605

ARC Pos 0.7699 0.8994 0.8288 0.8416Neg 0.9133 0.7999 0.8524

CRNN Pos 0.7818 0.9036 0.8370 0.8487Neg 0.9155 0.8094 0.8585

IWV Pos 0.8021 0.8756 0.8362 0.8434Neg 0.8846 0.8189 0.8497

AC-BiLSTM Pos 0.7524 0.9171 0.8254 0.8419Neg 0.9314 0.7917 0.8553

ABCDM Pos 0.8522 0.9162 0.8829 0.8870Neg 0.9218 0.8622 0.8909

Table 9
Comparison of the results obtained on the Airline Twitter dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.9470 0.9403 0.9436 0.9100Neg 0.7658 0.7913 0.7772

HAN Pos 0.9349 0.9434 0.9390 0.9035Neg 0.7816 0.7574 0.7681

ARC Pos 0.9578 0.9460 0.9518 0.9229Neg 0.7870 0.8309 0.8070

CRNN Pos 0.9561 0.9448 0.9503 0.9205Neg 0.7824 0.8234 0.8012

IWV Pos 0.9369 0.9367 0.9355 0.8985Neg 0.7489 0.7861 0.7542

AC-BiLSTM Pos 0.9503 0.9459 0.9480 0.9172Neg 0.7888 0.8061 0.7963

ABCDM Pos 0.9574 0.9520 0.9545 0.9275Neg 0.8112 0.8369 0.8209

Table 10
Comparison of the results obtained on the Sentiment140 dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.8883 0.7601 0.8191 0.8038Neg 0.7192 0.8657 0.7855

HAN Pos 0.8674 0.7617 0.8111 0.7979Neg 0.7284 0.8461 0.7828

ARC Pos 0.9085 0.7314 0.8103 0.7873Neg 0.6660 0.8795 0.7577

CRNN Pos 0.9039 0.7470 0.8180 0.7987Neg 0.6936 0.8782 0.7750

IWV Pos 0.8954 0.7588 0.8213 0.8052Neg 0.7149 0.8727 0.7857

AC-BiLSTM Pos 0.8871 0.7766 0.8280 0.8157Neg 0.7443 0.8686 0.8014

ABCDM Pos 0.9019 0.7729 0.8323 0.8182Neg 0.7444 0.8825 0.8076

5.3.2. Analysis of the results on short tweets
The results obtained on three short tweet datasets are shown

in Tables 9–11 and Fig. 8. ABCDM achieved accuracy improve-
ments as much as 0.46%, 0.25%, and 0.54%, on Airline Twitter,
Sentiment140, and T4SA datasets as shown in Tables 9–11. For
the F1 measure, these improvements for the positive class are
0.27%, 0.43%, and 0.28% and 2.39%, 0.61%, and 0.28% for the
negative classes using the same three datasets.

From the results, it can be noted that ABCDM outperformed
the other six models in terms of both accuracy and F1 measures
with Twitter datasets. However, the amount of improvements is
less than using the review datasets.
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Fig. 7. Comparison of the results obtained using our proposed model on: (a) Kindle, (b) Apps, (c) Electronics, (d) Movies, and (e) CDs datasets.
Fig. 8. Comparison of results obtained using our proposed model on: (a) Airline, (b) Sentiment140, and (c) T4SA datasets.
The key reason for this is Twitter datasets contains small
umber of words as shown in Fig. 6. As mentioned in the previous
ection, ABCDM does not yield significant improvement using
hort comments, because the first feature extraction layer in this
odel is an RNN-based network which is designed to capture

ong dependencies.
The rationale behind the higher improvement for positive re-

iews as compared to the negative ones does not hold, because as
hown in Fig. 6, every tweet contains about 15 words in average
hich may be more than one sentences. This, results in having
ery short sentences in which there is not long distances between
egation and other sentiment polarity changers. Therefore, there
s no much differences between the structure of positive and
egative tweets.
To show the performance of the proposed ABCDM model on

ositive and negative classes, we have shown the obtained true
ositive (TP), false positive (FP), true negative (TN), false negative
FN) for all eight datasets in Table 12.
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To understand the significant differences between the pro-
posed ABCDM and other six methods, we performed a Nemenyi
post-hoc statistical test [78]. The results of 8 datasets is shown in
Fig. 9. In this figure, the critical difference (CD) is shown on the
top and the average ranks of the methods based on their accuracy
is shown in the axis. The best performing algorithm is shown on
the left side of the figure. A black horizontal line connects the
methods that has no significant difference. As shown in Fig. 9,
the proposed ABCDM method has significant difference as it has
not connected with other methods.

5.4. Improving ABCDM through stack generalization

Stacked generalization is an ensemble method that trains a
new model (level-1 model or meta-learner) to aggregate the
outputs of models (level-0 models or base learners) which are al-
ready trained on the dataset [79]. Unlike simple ensemble meth-
ods such as voting, averaging, and weighted averaging, stack
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Fig. 9. The critical difference (CD) of the Nemenyi statistical test for comparing the mean-ranking of methods based on their accuracy on 8 datasets.
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able 11
omparison of the results obtained on the T4SA dataset.
Method Class Recall Precision F1 Accuracy

SS-BED Pos 0.9059 0.9756 0.9382 0.9412Neg 0.9765 0.9149 0.9438

HAN Pos 0.9469 0.9755 0.9610 0.9615Neg 0.9762 0.9484 0.9621

ARC Pos 0.9265 0.9881 0.9563 0.9576Neg 0.9888 0.9309 0.9590

CRNN Pos 0.9263 0.9889 0.9565 0.9579Neg 0.9895 0.9308 0.9592

IWV Pos 0.9473 0.9840 0.9652 0.9659Neg 0.9845 0.9494 0.9666

AC-BiLSTM Pos 0.9383 0.9878 0.9623 0.9633Neg 0.9883 0.9416 0.9643

ABCDM Pos 0.9466 0.9904 0.9680 0.9687Neg 0.9908 0.9489 0.9694

Table 12
The obtained true positive (TP), false positive (FP), true negative (TN), false
negative (FN) of the ABCDM method on the eight datasets.
Dataset TP FP TN FN

Kindle 51936 2332 54816 5212
APP 110111 6266 116832 12987
Movies 181854 14278 192350 24774
Electronics 166071 10898 179966 24793
CD 162654 14926 175938 28209
Airline Twitter 2262 242 2121 101
Sentiment140 721520 210800 589200 78479
T4SA 169489 1647 177403 9561

generalization conditionally assign different weights to the in-
puts [80]. In the current study, the algorithm used for stack
generalization is shown in Algorithm 2. In the current study, we
considered the set of neural models shown in Table 1 as the
algorithms and logistic regression as the level-1 meta learner. It is
necessary for the level-0 learners to be accurate and diverse [79].
In the current study, we have the first condition for the level-
0 models to have significantly lower classification error than
random classifier. Due to their different structures, our level-0
models are also expected to be diverse, making errors at various
instances. The results of applying stack generalization on our
model is shown in Fig. 10.

As shown in Fig. 10, the stacked model outperformed the
riginal ABCDM in all cases. This, besides the superiority of our
BCDM over other level-0 models, validates our hypothesis about
he diversity of the models. A notable point is that in terms of
ccuracy and F1 measures, the improvement is significant while
n terms of the AUC, the stacked model is slightly better or equal
o the original ABCDM. This may be due to the higher AUCs for
evel-0 models as compared to their accuracy and F1 measures.

. Conclusion

Nowadays, deep learning models in general and RNN and CNN
odels in specific have been widely used in the field of sentiment
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Algorithm 2: Pseudo-code for the stack generalization
algorithm.

Data: Training dataset
D = {(x1, y1), (x2, y2), · · · , (xN , yN )}
Level-0 learning algorithms L1, · · · ,LM
Level-1 learning algorithms L
Test dataset X ′ = {x′1, x

′

2, · · · , x
′

T }

Result: Prediction vector Y ′ = {y′1, y
′

2, · · · , y
′

T }

1 begin
2 Randomly split D into I almost equal folds: D1, · · · ,DI
3 D′ = ∅
4 for i = 1, · · · , I do
5 D−i = D − Di
6 h = ∅
7 for m = 1, · · · ,M do
8 hm = Lm(D−i)
9 end
0 z = ∅
1 for k = 1, · · · , |Di

| do
2 d = ∅
3 for m = 1, · · · ,M do
4 dm = hm(Di

k[x])
5 end
6 zk = (d,Di

k[y])
7 end
8 D′ = D′ ∪ z
9 end
0 h′ = L(D′)
1 Y ′ = ∅
2 for k = 1, · · · , T do
3 z = ∅
4 for m = 1, · · · ,M do
5 zm = Lm(x′k)
6 end
7 Y ′k = h′(z)
8 end
9 return Y ′

0 end

analysis These existing models have some drawbacks and the
classification accuracy can be improved. In this study, a novel
Attention-based Bidirectional CNN-RNN Deep Model (ABCDM) is
proposed for sentiment analysis. ABCDM exploits publicly avail-
able pre-trained GloVe word embedding vectors as the initial
weights of the embedding layer. On top of the embedding layer,
two bidirectional LSTM and GRU networks are used to extract
both past and future contexts as semantic representations of
the input text. In order to pay more or less emphasis on dif-
ferent words in a comment, an attention layer is applied to the
outputs of LSTM and GRU branches. This makes the semantic
representations more informative.
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Fig. 10. Comparison of the results obtained using our proposed model and the stacked version of the proposed model on: (a) Kindle, (b) App, (c) Electronics, (d)
Movies, (e) CDs, (f) Airline Twitter, (g) Sentiment140, and (h) T4SA datasets.
These semantic representations are passed to a convolutional
ayer consisting of different kernel sizes to generate various fea-
ure maps and reduce the dimensionality of the feature space.
nother motivation for employing CNN in ABCDM is to enable
he model to extract local features in addition to those long
291
dependencies extracted by LSTM and GRU layers. To make the re-
sulting feature maps more robust to features’ positional changes,
maximum and average pooling layers are stacked independently
at the outputs of CNNs. Finally, a dense fully connected layer
with a sigmoid function is used to transform the vector into
a high-level sentiment representation and perform the binary
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entiment polarity classification of comments. Many experiments
ere conducted on five review and three Twitter datasets to
valuate the performance of developed model. Six recently pub-
ished deep neural models for sentiment analysis are used for
omparisons. Experimental results on these datasets indicate that
BCDM achieves state-of-the-art results on both long review and
hort tweet classification. Nonetheless, the comparison of the
esults obtained for review and tweet datasets shows that the
mount of improvements on short tweet datasets is less than the
imilar case for the long review datasets. The key reason may be
hat the first feature extraction layer in ABCDM is the RNN-based
etwork which is designed to capture long dependencies. To fur-
her improve the performance of ABCDM, a stack generalization
lgorithm is used in which ABCDM and six baseline algorithms
re used as level-0 base learners, and logistic regression is used as
evel-1 meta learner. This stacked model outperforms all level-0
odels, showing their diversity and different power of sentiment
olarity classification.
This paper focused on polarity detection in document-level

entiment analysis. In future, we propose to investigate the ef-
ectiveness of our proposed ABCDM for other sentiment analysis
asks such as rating prediction and helpfulness prediction, as
ell as other levels including sentence- and aspect-level senti-
ent analysis. Finally, ABCDM has been developed for the English

anguage but it could be easily extended to other languages.
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