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The increasing interactive content in the Internet motivated researchers and data scientists to conduct
Aspect-Based Sentiment Analysis (ABSA) research to understand the various sentiments and the
different aspects of a product in a single user’s comment. Determining the various aspects along with
their polarities (positive, negative, or neutral) from a single comment is a challenging problem. To
this end, we have designed and developed a deep learning model based on Gated Recurrent Units
(GRU) and features extracted using the Multilingual Universal Sentence Encoder (MUSE). The proposed
Pooled-GRU model trained on a Hotels’ Arabic reviews to address two ABSA tasks: (1) aspect extraction,
and (2) aspect polarity classification. The proposed model achieved high results with 93.0% F1 score
in the former task and 90.86% F1 score in the latter task. Our experimental results show that our
proposed model outperforms the baseline model and the related research methods evaluated on the
same dataset. More precisely, our proposed model showed 62.1% improvement in the F1 score over the
baseline model for the aspect extraction task and 15% improvement in the accuracy over the baseline
model for the aspect polarity classification task.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

The Web has enabled a huge number of users to express
heir feelings, opinions, and thoughts in their daily life using
ifferent tools [1,2]. Social media websites such as Twitter, Face-
ook, and Blogs are considered the main source for users to
xpress their opinions about certain services, organizations, and
overnments [3–5]. Recently, these platforms attracted many re-
earchers especially the Natural Language Processing (NLP) re-
earchers to develop models for named entity recognition (NER)
6], text generation [7], dialogue systems [8], emotion detection
9], and sentiment analysis [10].

Sentiment Analysis, also known as Opinion Mining, is the
tudy that analyze people’s written text to detect or under-
tand their opinions, sentiments, passions, attitudes, or emotions
11]. Sentiment analysis has been utilized in various domains
ncluding healthcare, finance, product consumption, and utilized
n many domains including question answering systems [12],
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hotels, restaurants, products, and many other services as men-
tioned in [13]. Sentiment analysis aims to determine the polarity
(positive or negative) of a product or a service from a sentence.
However, people care about various aspects of the same product
and different people care about different aspects of the same
product. For example, a smartphone device has many aspects
such as screen resolution, battery lifetime, or the weight of the
phone. However, sentiment analysis determines the sentiment
polarity of a product from a text regardless to different aspects
of a product. To solve this problem, ABSA has been emerged
and is widely adopted in academia as well as in industry. ABSA
determines the different sentiments for various aspects from the
same sentence about a product. For example, a user’s comment
might indicate that a user likes the screen resolution of the
phone but not its battery lifetime. Various ABSA approaches have
been developed to determine the various aspects along with their
polarities in a single review about a product [14–17].

The main difference between sentiment analysis and ABSA,
sentiment analysis tends to detect the sentiment through a given
text. On the other hand, ABSA is a technique that determines the
various aspects in a text and the sentiment (positive, negative or
neutral) of each identified aspect on that text. ABSA receives a set
of texts (product reviews, comments, etc.) about a particular en-

tity, such as Smart Phone or Laptop, then the system tries to find
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he most frequently discussed features (screen, size, price, etc.)
f that entity. The main purpose is to determine the sentiment
hown in each aspect along with their summary of polarity [18].
here are four main challenges (tasks) in the ABSA research [11]:

• Aspect Term Extraction (AE): which is a process of identify-
ing all the aspect terms in each sentence. It recognizes as-
pects as an information extraction task, which stated an as-
pect to be expressed by a noun, verb, adverb, and adjective.
The aspect terms might also be expressed by multi-word
entities such as ‘‘battery backup" which is much critical
than single word aspects. To extract aspect terms, various
features have been used like Word N-grams, Bigrams, Name
List, Headword, Word cluster, Casting, POS tagging, Parse
dependencies, and also the punctuation marks. For the stage
of AE, many methods have been utilized such as Condi-
tional Random Fields (CRF), Support Vector Machines (SVM),
Random trees and Random Forest.

• Aspect Term Polarity or Polarity Classification (PC): this task
aims to determine the polarity of each aspect term as pos-
itive, negative, neutral, or conflict. Word N-grams, Polarity
of neighboring adjectives, Neighboring POS tags and parse
dependencies are the most features used by researchers.

• Aspect Category Detection: a task that identifies the main
categories debated in each sentence. It is based on a set of
binary Maximum Entropy classifiers.

• Aspect Category Polarity: a task that depends on the infor-
mation taken from the previous Aspect Category Detection
task to determine the polarity (positive, negative, neutral, or
conflict) of each aspect category discussed in the reviewed
sentence. It is being computed by calculating the distance
between the n-gram and the corresponding aspect.

In this research, an enhancement type of Recurrent Neural
etworks (RNN) namely GRU is developed to tackle two tasks of
he ABSA problem. The implemented GRU has been used to solve
oth tasks of ABSA on sentence-level: (1) AE task and (b) PC task.
entence-level embeddings have been extracted using MUSE [19]
hich represents a group of sentence encoding models. Using
USE, similar reviews have similar vector representations and
ence MUSE enhances the results where obtaining opinionated
spects and their polarity relying on the reviews contextual infor-
ation. Our proposed Pooled-GRU rely on the features extracted

rom Pooled-GRU model [20] and the embedding from MUSE.
reference of a human-annotated Arabic Hotels’ reviews ob-

ained from the SemEva2016 Task5 has been used to evaluate our
odel. Experimental results show that our proposed Pooled-GRU
ith MUSE model outperforms a baseline approach [14] with an
nhancement of 62.1% in the F1 score for the AE task and an
mprovement of 15% in the accuracy in the PC task. Our model
chieved a 93.0% F1 score in the AE task and a 90.86% F1 score
n the PC task. These high accuracy corroborate the ability of our
pproach in determining the AE and the PC with high confidence
nd hence its applicability in practice.
The remainder of this paper is organized as follows. Section 2

iscusses the related research efforts to our work. Section 3
escribes our methodology to design and develop an accurate
odel to solve the AE and the PC tasks. Section 4 presents the
xperimental results of our implemented model for both ABSA
asks and discusses them in Section 5. Finally, the paper concludes
ith avenue of future work in Section 6.

. Literature review

This section discusses the related research efforts in develop-
ng ABSA approaches targeting the English language (Section 2.1)
nd the Arabic language (Section 2.2).
2

2.1. Aspect based sentiment analysis for english and foreign lan-
guages

Various research work have been conducted to develop ef-
ficient ABSA systems. It started with earlier stages of tradi-
tional methods such as association mining as in [21,22], and
Likelihood ratio as in [23] as unsupervised machine learning
techniques. Moving to the supervised learning techniques with
the CRF approach discussed in [24], SVM machine learning ap-
proach [25] in many studies [26], and even HMM as in [27]. More-
over, Semi-supervised learning as Double propagation–syntactic
relation methods have been used in [28].

More recently deep learning approaches have been success-
fully applied in many NLP tasks including fine-grained tasks of
the ABSA. Reference [29] designed a deep neural learning model
in order to analyze the aspect-based sentiments under the Se-
mEval’15 subtasks. They proposed a novel approach that can
connect sentiments with their corresponding aspects based on
the constituency parse tree. Some researchers worked on predict-
ing sentiment from videos as in [30,31]. Our work complement
these works but focuses on extracting sentiment from Arabic
texts rather than videos.

A comprehensive overview of the main deep learning tech-
niques was presented in [32]. They discussed the differences
between different deep learning approaches to tackle the sen-
timent analysis problem at the aspect level. In their analysis,
they summarized about 40 approaches and categorized them
based to their major architecture and classification tasks. They
found that the most used approaches include the standard and
variants of Convolutional Neural Networks (CNN), GRU, and Long-
Short Term Memory (LSTM). To raise the performance of models,
researchers have done pre-trained and fine-tuned word embed-
ding’s. They also discussed various usage of linguistic factors such
as part-of-speech and grammatical rules.

Reference [33] has been developed to expand LSTM (TD –
LSTM) and target-connection LSTM (TC – LSTM) by considering
the target as a feature and combined it with context features.
Reference [34] leveraged weakly supervised CNN for aspect level
sentiment classification. Initially, the model learns a representa-
tion of a sentence that is weakly supervised by the overall review
ratings, then it applies the aspect-level labels for fine-tuning. Ref-
erence [35] suggested the use of a hierarchical and bidirectional
LSTM model for aspect-level identification of sentiments that can
optimize intra- and inter-sentence relationships.

Reference [36] integrated the task of defining the target into
the task of classifying sentiments in order to improve the model
aspect-based sentiment interaction. They demonstrated that an
end-to-end machine learning architecture can solve sentiment
recognition, in which a deep memory network interleaves the
two subtasks.

Reference [37] used a Bi-directional LSTM RNN for aspect
extraction to evaluate inputs in both directions at the same
time: forward and backward. The sentence presentation was us-
ing word vectors. And for the need of preventing over fitting
of the models, they used pre-trained word embeddings. For the
sentiment model, they used an enhanced version of the model
presented by [38]. In the output layer of the CNN model, they
had a single neuron with sigmoid activation function. After that,
the model was trained on a dataset of sentences along with their
sentiment intensity score. And for the aspect-based sentiment
model, they altered the work presented in [29] by using the
dependency tree in lieu of using the constituency tree of the
sentence, as they are designed to represent relationships between
words in a sentence.

Reference [39] presented a neural network architecture com-
bined with two extensions of the standard LSTM, to accomplish
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he task of targeted aspect-based sentiment analysis. They repre-
ented the process of inferring sentiment aspects in addition to
he polarity explicitly as being a two-step attention model that
an encode the target and the full sentences.
Reference [40] used two LSTM networks in order to model

entences and aspects separate manner. In addition, they used the
idden states that were generated from sentences for calculating
he attentions to aspect targets through the pooling operation and
onversely. For the same mission, reference [41] model utilized an
ttention-over-Attention module in order to learn the main and
mportant parts for the aspect and sentence, where that intern
reates the eventual representation of the sentence. Recently,
re-trained models including BERT [42], OpenAI GPT [43], and
LMo [44] proved to be efficient in minimizing effort of feature
ngineering.
In order to convert ABSA from a single sentence classification

ask to the form of a pair classification task, reference [45] created
n auxiliary sentence. They adapt the BERT system on the task
f classifying sentence pairs and obtained the new state-of-the-
rt tests. After that, they compared the results of single sentence
lassification that differs from sentence pair classification using
he BERT fine-tuning. Then, they evaluated the advantages of
entence pair classification to check whether their conversion
ethods are valid.
Reference [46] searched over the effectiveness of the BERT em-

edding component on the task of end-to-end aspect-based sen-
iment analysis (E2EABSA). In particular, they have explored pairs
f the BERT embedding element with many different neural mod-
ls for performing comprehensive experiments on two bench-
arks datasets. The experimental results indicated the domi-
ance of BERT-based models in catching the aspect-based sen-
iments and proved its robustness in over fitting.

Reference [47] reviewed ABSA research efforts in a multilin-
ual settings that focused not only on formal but informal and
carce resource language used in social media platforms. Not like
ur research which focus on Arabic text, they mainly considered
nglish-based informal languages.
Recently, some researchers leveraged an attention-based word

evel contextual approach for sentiment analysis as in [48,49],
nd [50]. On the other hand, reference [51] applied ensemble
pproach of symbolic (ontologies) and subsymbolic (statistical
LP) AI for polarity detection task of sentiment analysis. Oth-
rs applied stacked ensemble technique to predict intensities of
motions [52].
All of the aforementioned research efforts are related to our

ork regarding developing ABSA techniques to solve one of the
BSA tasks. However, their models have not been trained or
valuated on an Arabic dataset. Arabic language introduces many
hallenges requiring models designed specifically for the Arabic
anguage.

.2. Aspect based sentiment analysis for Arabic language

The Arabic NLP domain has few number of resources in com-
arison with other languages. The majority of the research efforts
iscussed before were manipulated with the English language.
he research on other languages on ABSA are very minimal in-
luding the Arabic language [53]. Recently, reference [54] con-
ucted a qualitative study of the sentiment analysis for Arabic
ext and discussed their strengths and limitations. They suggested
hifting from simplistic word-level sentiment analysis to concept-
ased sentiment analysis due to the complex morphology of the
rabic language. Moreover, they showed that the deep learning
s not fully explored in sentiment analysis for Arabic comparing
o sentiment analysis for English. Following is a discussion for
urther related works that conducted on the Arabic language
3

starting from earlier traditional ABSA methods toward the most
recent deep learning methods.

Reference [55] worked over the Gaza-Israel dataset, and they
experimented with the POS and NER types. They found that
both POS and NER are playing an important role in ABSA of the
news affect evaluation. They used traditional machine learning
classifiers such as CRF, decision tree (J48), Naive Bayes, and K-
nearest neighbors (IBk). Also, reference [53] proposed a method
that extracts n-grams features and utilizes an SVM classifier, to
allow researchers to compare their system performance.

Reference [56] used several supervised machine learning ap-
proaches of a set of classifiers in addition to syntactic, morpholog-
ical, and semantic features. They used the Weka tool in order to
apply the SVM, IBK, and J48 classifiers. And then, they compared
their results with Bayesian Networks and Naïve Bayes models.

Reference [57] studied the ABSA for Arabic Hotels reviews, and
the dataset used contained 2,291 Arabic reviews. Their dataset
was fitted using AraNLP [58] and MADAMIRA [59] tools, where
the authors used them to extract syntactic, semantic and mor-
phological features to improve their results. Then they utilized an
RNN model using the Deeplearning4j Framework [60] to employ
their solution. Their model consisted of 5 hidden layers and
achieved 87% accuracy.

Moreover, reference [61] proposed a deep learning model to
analyze ABSA for Arabic. Their proposed model was built based on
the LSTM network. The input to the model is the text embeddings
combined with the aspect embedding and the output of the
LSTM layer was passed to a hidden layer in order to compute
the attention weight, vector a, and the feature vector of the
sentence and its desired aspect, vector r. After that, vector
a and r were used within a softmax layer for the purpose of
predicting the sentiment expressed in an aspect. The model was
also tested on the Arabic Hotels reviews dataset and achieved an
82.6% accuracy.

Reference [62] used a large dataset collected from publicly
available Arabic text resources including newspapers and reviews
to train their word embeddings model. Then, they generated
and trained word-vector embeddings from the mentioned corpus.
They also trained many other binary classifiers by using their
word embeddings model using vector-based features as a rep-
resentation for feature detection of sentiment and subjectivity
over 3 different datasets of Arabic dialect language. Their best
performing model achieved 77.87% accuracy.

Reference [63] compared between different classifiers used
as baseline models. For polarity reporting, they ensembled an
imbalanced dataset of Arabic dialect language tweets using fea-
tures learned by word embeddings instead of using hand-crafted
features. They showed that applying word embedding with the
ensemble combining with synthetic minority over-sampling tech-
nique (SMOTE) increases the F1-score by 15% on average. Finally,
reference [64] employed word embeddings to implement ABSA
on Arabic flight tweets. They utilized two pre-trained word-
vector models providing vector-based features. They also showed
the effectiveness of their model for the tasks of aspect detection
and aspect-based sentiment detection. The vector space approach
they used utilized these features without hand-crafted features
to be performed in comparison with techniques that engineered
features adopted manually. Their results showed that word em-
bedding features are simple and can be used to boost the results
obtained by the state-of-the-art techniques in performing ABSA
over the Arabic language.

Unlike our work, all previous work are either applied tradi-
tional machine learning models as in [53,55,56] or achieved a
lower accuracy than our model as in [57,61,62]. The best per-
forming model in the mentioned work achieved an accuracy of
82% whereas our model achieved as high as 93% accuracy.
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Table 1
The distribution of the train/test dataset over the various ABSA SemEval-2016-Task5 research tasks.
Task/size Train Test

Text Sentence Tuples Text Sentence Tuples

T1: Sentence-level ABSA 1,839 10,509 8,757 452 1,227 2,604
T2: Text-level ABSA 1,839 4,802 8,757 452 1,227 2,158
Table 2
Examples of the annotated Arabic reviews of the Hotel dataset.
3. Research methodology

This section discusses the research methodology we followed
o develop our ABSA model. Section 3.1 describes the dataset we
tilized. Next, the data pre-processing technique we leveraged is
escribed in 3.2. Finally, the proposed Pooled-GRU model with
USE [19] is described in Section 3.4.

.1. Dataset

The SemEval 2016 competition Task-5 [65] has published var-
ous well-annotated datasets that contain comments and reviews
rom customers about six different domains (restaurants, lap-
ops, mobile phones, digital cameras, hotels, and museums). The
omments in the datasets are written in 8 different languages
English, Arabic, Chinese, Dutch, French, Russian, Spanish, and
urkish). To train and evaluate our models, we have utilized the
rabic reviews about hotels dataset [65], referred hereinafter to
he dataset. According to the SemEval-ABSA16 annotation guide-
ines, the dataset is manually annotated by a research group of
hree native Arabic speakers and validated by a senior researcher.

The dataset provided with a baseline model based on a SVM
odel. The SVM model has been trained using the N-grams

eatures only. The dataset contains 24,028 tuples split into two
iles: 19,226 instances (tuples) for training and 4,802 tuples for
esting. Furthermore, the dataset has been annotated on both
ext-level with 2,291 reviews texts and sentence-level with 6,029
nnotated sentences.
Table 1 shows the size of the dataset over the various ABSA

esearch tasks. Each review in the sentence-level task has been
nnotated and represented as tuples where each tuple consists of
1) the aspect category that contains the aspect entity (E) and the
spect entity attribute (A) (E#A), (2) the opinion target expression
OTE), and (3) the aspect polarity.

The dataset contains the following entities: Hotels, Facilities,
ocation, Rooms, Service, Rooms Amenities, Drink, and Food. And
he following attributes: General, Quality, Cleanliness, Design,
tyle, Comfort, Price, Options, Miscellaneous, and Features. There-
ore, the E#A category could be any combination of an entity and
n attribute such as Food#Quality or Rooms#Cleanliness.
he considered aspect-category polarities in the dataset are NEU-
TRAL, POSITIVE, and NEGATIVE. Table 2 provides examples of
annotated sentences in the ABSA dataset. This ABSA dataset has
been utilized to evaluate our proposed model for the two consid-
ered research tasks namely: the aspect opinion target expression
extraction and the polarity classification.
4

3.2. Dataset pre-processing

In order to analyze the potential sentences, data pre-processing
is an important role to have a clean input that aims to simplify
the model functionality and increases its accuracy. The cleaned
version of the dataset will be used to feed the neural networks or
any proposed approach. For the pre-processing step, we applied
various processing techniques to reduce the unnecessary noise
(i.e., punctuation and special characters (#, %, &, *, @, ,̂ (,), ?, !).
The dataset is available in XML format and we convert it to a CSV
format using our Java code.

3.3. Multilingual universal sentence encoder (MUSE)

Word encoding or embedding is a crucial step in any NLP tasks
using algorithms such as GloVe [66] or character embedding likes
fastText [67]. Another technique named Universal Sentence En-
coder (USE) was appeared lately related to a sentence or sequence
embedding. USE is a widely used sentence encoding model re-
leased by Google in July of 2018 that provides sentence-level
embedding vectors instead of word or character level embedding.
USE model was implemented using two techniques: (1) a trans-
former [68] and (2) a deep averaging network (DAN) [69], and
there are many versions of USE for English [19] and multilingual
encoders (MUSE) [70]. MUSE encodes each sentence with a 512
vector representation and can handle a language-specific pre-
trained models since it includes several languages such as Arabic,
English, Chinese, Dutch, German, French, etc.

3.4. Proposed pooled-GRU model

Vanilla Neural Networks have known limitations including
the API is too constrained where networks receive a fixed-sized
vector as input. Recurrent Neural Networks (RNNs) solves this
problem by allowing a series of inputs while ignoring the fixed-
size vector problem. RNNs tend to use previous outputs as an
input state for the input layer with hidden states [71,72]. Never-
theless, RNNs suffer from gradient vanishing. In 1997 LSTMs [73]
and in 2014 GRU [20] proposed as solutions to the gradient van-
ishing problem. Nowadays, LSTMs are widely used and adopted in
deep learning approaches. In contrast, GRU started to take place
in the research of NLP for several reasons: (1) the high perfor-
mance of GRU with less complex structure than LSTMs, (2) high
speed training where GRU consist of two gates (reset and update
gate) and LSTMs consist of three gates (input, output, and forget
gate). Our experimental results confirm the high performance of
our GRU with MUSE approach. GRU applies update gate and reset
gate where these vectors decide the selected information by pre-
vious activation s and candidate activation s̃ what should be
t−1 t
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assed to the output. Following are the mathematical equations
hat represent the GRU:

t = (1 − ut ) ⊙ st−1 + ut ⊙ s̃t (1)

where

s̃t = tanh(Wsxt + rt ⊙ (zsst−1) + bs) (2)

ut = σ (Wuxt + zust−1 + bs) (3)

rt = σ (Wrxt + zr st−1 + bs) (4)

The update gate represents ut Eq. (3), reset gate represent rt
Eq. (4), and s̃t Eq. (2) represents the current memory content.
Ws,Wu,Wr , Zs Zu, Zr , bs these annotations represent the Weight
matrices, xt represents the vector input to the time-step t , st
Eq. (1) represents the final current exposed hidden state, and ⊙

represents the element-wise multiplication.
In this research, we proposed a Pooled-GRU with MUSE [19]

to provide a new state-of-the-art results in the process of AE and
PC. The BiGRU model architecture shown in Figs. 1(a) and 1(b)
depicts the proposed architecture of both tasks. Each sentence
encoded with a 512 vector representation using MUSE [19] as
a pre-trained model. The vector of each sentence is passed to a
Bidirectional with GRU layer with 250 neurons. BiGRU layers have
been concatenated using Global Average Pooling (GAP) and Global
Max Pooling (GMP). The intuition of using GAP and GMP is to
reduces the dimensions of the previous layers while maintaining
the important features. Then, The concatenated layer is passed
into a Dense layer with 512 neurons. Finally, Dense layer of 3
neurons is used for the prediction layer with Softmax activation
function.

Our BiGRU model has been trained using categorical cross-
entropy as a loss function to reduce the amount of error that
could happen. Table 3 illustrates the hyper-parameters utilized
to train our proposed model for both tasks.

4. Experimentation setup and results

In this section, we present the experimentation setup and
the parameters we utilized to train and evaluate our proposed
pooled-gru model in 3.4. Then, we explain the evaluation mea-
sures used to evaluate the proposed models in 4.1. Finally, the
results are presented in 4.2.
 a

5

Table 3
Pooled-GRU Model Hyper-parameters For Both Tasks.
Model Pooled-GRU + MUSE

Number of parameters 658,705
Number of epochs 25
Batch size 256
Optimizer Adam
Learning rate 0.1
Embedding vector size 512

4.1. Evaluation measures

To evaluate the performance of our proposed model, we cal-
culated the accuracy, precision, recall, and the F1-score of our
model.

Following are specific definitions of the calculated measure-
ments in the context of our ABSA problem.

• True Positives defined as the case in which the predicted
aspect is B-Aspect and the actual aspect is also B-Aspect.

• True Negatives defined as the case in which the predicted
aspect is O and the actual aspect is O.

• False Positives defined as the case in which the predicted
aspect B-Aspect and the actual aspect is O.

• False Negatives defined as the case in which the predicted
aspect O and the actual aspect is B-Aspect.

.2. Results

Table 4 illustrates the results we obtained from the pro-
osed pooled-gru model for both tasks of the ABSA. The results
how that our pooled-gru model outperforms the baseline re-
earch model (an SVM-unigrams model), implemented in [14],
nd trained on the same dataset we trained our model, the
emEval2016 Task5 dataset [65]. Our model achieved 93% F1
easure comparing to the 30.9% F1 score achieved by the base-

ine model on the AE task, i.e., 63% improvement. Similarly, our
roposed model achieved 90.86% F1 score with 91.4 accuracy
here the baseline model achieved 76.4, i.e., 15% improvement,
nd the F1 score has not been reported in [14].
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Table 4
Performance of our model (pooled-gru) comparing to the baseline model (SVM-unigram) [14] for both ABSA tasks.
Task Approach F1-Score (%) Accuracy (%) Precision (%) Recall (%)

Aspect Extraction (AE) Our Model 93.00 92.82 93.25 92.45
Baseline 30.90 – – –

Polarity Classification (PC) Our Model 90.86 91.40 90.86 90.55
Baseline – 76.40 – –
Table 5
The proposed approach results on both tasks compared to other related works.
Task Approach F1-Score (%) Accuracy (%)

Aspect Extraction (AE) Our Model 93.00 92.82
Bi-LSTM \ [16] 69.98 –

Polarity Classification (PC)

Our Model 90.86 91.40
Bi-LSTM \ [16] – 82.60
INSIGHT-1 \ [74] – 82.70
IIT-TUDA \ [75] – 78.68
IIT-TUDA+ Sentiment Lexicon \ [76] – 81.72
Fig. 2. Sentence similarity using MUSE with 1 aspect Similarity.

. Discussion

Table 5 compares the results obtained from our proposed
odel with the results obtained from the related work that

rained on the same dataset for both of the ABSA tasks. As
hown in Table 5 shows that our proposed model outperforms
ll previous related work on both tasks On the AE task, our pro-
osed model achieved F1 = 93.0% F1 score with an enhancement
f 23.1% compared to the results obtained by [16]. Regarding
o the second task, there are several submission on the ABSA
emEval2016 [65] competition. However, our proposed model
chieved 91.4% accuracy with 9.68% improvement over the sec-
nd best accuracy obtained by [76].
Figs. 2, 3, and 4 depict the ability of the MUSE [77] to detect

emantic text similarity between two aspect words. For instance,
n Fig. 3 the semantic text similarity between the two words,
oom (second column from left) and Facility (first row from
he top), representing the Room Facilities is detected with
igh values, i.e., 0.65, and the positive similarity represented
etween, friendly (fifth column) and good (third row), is also
etected with high value of 0.71. This finding shows the ability of
he MUSE to detect contextual-based information such as seman-
ics relatedness including aspects and their polarities which has
ontributed to improve the performance of our proposed model.
6

Fig. 3. Sentence similarity using MUSE with 2 aspects Similarity.

Fig. 4. Sentence similarity using USE with 3 aspects Similarity.

6. Conclusion and future work

In this paper, we have developed a deep learning model to
solve two ABSA tasks: the AE task and the PC task. The pro-
posed model is a BiGRU Recurrent Neural Networks model which
provides better performance comparing to the LSTMs [20]. The
Arabic Hotels’ reviews [14,65] have been used to evaluate the
proposed BiGRU approach. Experimental evaluation results show
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hat our model outperformed the baseline research model as well
s the models developed by the related work and evaluated on
he same dataset. The implemented BiGRU depends on MUSE
mbedding instead of work of character embedding which shows
ignificant improvement in the results with an enhancement of
62.1% in the F1 measure for the AE task and 15.0% in the
ccuracy for PC task compared to the baseline model. Our BiGRU
pproach achieved F1-measure of 93.0% in the AE task and 90.86%
1 score in the PC task.
For future work, we plan to use other embedding techniques

hat can be extracted from transformer such that, ElMo, Bert, and
LM-FiT to enhance our results.
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