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ABSTRACT

This article discusses the problem of extracting sentiment and opinions about a collection of articles on scientific reviews conducted under an international conference on computing in Spanish language. The aim of this analysis is on the one hand to automatically determine the orientation of a review of an article and contrast this approach with the assessment made by the reviewer of the article. This would allow scientists to characterize and compare reviews crosswise, and more objectively support the overall assessment of a scientific article. A hybrid approach that combines an unsupervised machine learning algorithm with techniques from natural language processing is proposed to analyze reviews, and part-of-speech (POS) tagging to obtain the semantic orientation of the review through a scoring algorithm. A set of experiments were conducted to evaluate the capability and performance of the proposed approaches relative to a baseline, using standard metrics, such as accuracy, precision, recall, and the F1-score. The results show improvements in the case of binary, ternary and a 5-point scale classification in relation to classical machine learning algorithms such as SVM and NB, but they also present a challenge to improve the multiclass classification in this domain.
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1 INTRODUCTION

Sentiment analysis includes a great amount of tasks such as sentiment extraction and classification, subjectivity detection, opinion summary, and opinion spam detection, among others. To do these tasks accurately, it is necessary to face several challenges, particularly the meaning formalization of an opinion. For this purpose, a series of formalisms and math representations to express opinions have been developed.

An application area where opinion mining techniques have not been applied yet is the reviewing process of scientific articles. In addition, the scientific paper reviewing process is the main quality control mechanism for most scientific communities. This involves reviewing each paper in order to provide suggestions to authors for correcting and improving a paper, whether they think it can be published or must be rejected [5]. As in the sentiment analysis in the industry, there is a suggestion to use opinion mining for analyzing the orientation of scientific paper reviews. This paper shows the application of sentiment analysis on a data set consisting in paper peer reviews. The domain of scientific paper reviews presents some major challenges, such as: (1) Usually classes are unbalanced, because there is a strong bias towards negative opinions; (2) Different reviews usually vary in terms of the number of assessments; (3) Normally, there is not a clear correlation between the number of positive and negative opinions with the final evaluation made by reviewers. All these issues make this domain a challenge for opinion mining and sentiment analysis purposes.

Specifically, anonymous reviews taken from an international conference have been used as a data set. This conference is an academic/business event of informatics and computer engineering. Authors submitted their papers through EasyChair. The papers could be written in Spanish, English or Portuguese. A double blind review scheme was used to prevent biases during the evaluation of the different articles. An international reviewing committee was in charge of the evaluation of each paper. The papers were distributed among the reviewers according to their affinity to the corresponding research area. The reviewers evaluated the submitted papers and provided their comments and evaluations in Spanish and in some cases in English.

This paper aims to present the implementation of sentiment analysis methods in the area of scientific paper reviews as a proof of concept for future applications. The used techniques include a Bayesian classifier (NB), a classifier built on the basis of support vector machines (SVM), an unsupervised classifier in the form of a scoring algorithm based on Part-Of-Speech tagging [21] and
keyword matching, and finally a hybrid method using both the scoring algorithm and SVM.

2 RELATED WORK

2.1 Sentiment analysis

Sentiment classification can be traditionally done in two ways: supervised and unsupervised based on semantics. The success of these techniques depend mainly on the appropriate extraction of the set of characteristics used to detect sentiments. The most used supervised techniques are support vector machines (SVM) and naive Bayes (NB) classifier [32]. Machine learning solutions involve building classifiers from a collection of documents, where each text can be represented as a bag of words [28, 45]. Also, it is common to use some stemming techniques and stop word elimination. In general, classifiers with a good behavior in the domain where they are trained do not show the same behavior in another domain since they are highly dependent on training data used [1]. Most of the literature is dedicated to domain specific solutions, and while there is much work towards cross domain opinion mining most solutions are domain dependant [16]. This article focuses on the domain of scientific paper reviews.

Unsupervised semantics-based methods use dictionaries in which different types of words are classified according to their semantic orientation [44]. Unlike traditional machine learning methods, semantics-based unsupervised methods are more dependent on their domain, although their performance may vary from one domain to another. There are two important sub-categories to mention: dictionary-based and corpus-based. The dictionary-based technique uses a set of initial terms usually manually collected. This set grows by looking up synonyms and antonyms. An example of this type of dictionary is WordNet, which was used for developing SentiWordNet [2]. The main drawback of this type of approach is its inability for facing the specific orientations of a domain and context. The corpus-based technique emerged with the purpose of providing dictionaries for a specific domain. These dictionaries result from a set of opinions seeds growing through the search of words related by means of statistical or semantic techniques such as Latent Semantic Analysis (LSA) or just by the frequency of occurrence of words within the collection of documents used [35].

Authors in [24] present a refined characterization of sentiment analysis techniques, including machine learning (supervised and unsupervised algorithms) and lexicon-based approaches (dictionary-based and corpus-based methods). In this review, supervised methods used for sentiment analysis include decision trees, support vector machines, neural networks, and methods based on probability, such as naive Bayes, Bayesian networks and maximum entropy. A series of related papers is discussed below. Since there are no applications in the same domain, the domain of reviews or entity critique (e.g. films, hotels, products) is used as a reference since they are the closest among possible applications. This study is partially based on the work proposed by the authors in [47], where an opinion classification system is shown to review films in Spanish, using dependency parsing and POS tagging.

Table 1 shows results from different studies to determine polarity, starting with the seminal work from Pang et al. (2002). These results are shown with the purpose of providing a reference framework to evaluate results obtained. The table focuses mostly in binary classification. Not all the papers shown in the table will be discussed, unless they are pertinent to specific work.

Table 1: Results obtained from previous related works.

<table>
<thead>
<tr>
<th>Year</th>
<th>App.</th>
<th>Domain and Authors</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>ML</td>
<td>Movie reviews. Pang et al. [28]</td>
<td>82.9%</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>Movie and product reviews translated to Spanish. Brooke et al. [6]</td>
<td>71.81%</td>
</tr>
<tr>
<td>2011</td>
<td>L</td>
<td>Movie reviews. Taboada et al. [38]</td>
<td>76.37%</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Twitter. Zhang et al. [49]</td>
<td>85.40%</td>
</tr>
<tr>
<td>2012</td>
<td>ML</td>
<td>Forum comments. Ortega-Hernández et al. [26]</td>
<td>83.63%</td>
</tr>
<tr>
<td>2013</td>
<td>ML</td>
<td>Movie reviews. Socher et al. [37]</td>
<td>85.40% / 45.70%</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Tourism product reviews. Marrese-Taylor [23]</td>
<td>75.50%</td>
</tr>
<tr>
<td>2014</td>
<td>H</td>
<td>Movie reviews. Fiora et al. [31]</td>
<td>86.21%</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>Twitter. Tang et al. [42]</td>
<td>87.81% / 70.40%</td>
</tr>
<tr>
<td>2015</td>
<td>ML</td>
<td>Reviews in Japanese. Shi et al. [36]</td>
<td>89.30% / F_1</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>Movie and product reviews. Joulain et al. [17]</td>
<td>45.2%</td>
</tr>
<tr>
<td></td>
<td>ML</td>
<td>Movie and product reviews. Yang et al. [48]</td>
<td>63.6%</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Twitter. Ghiasi et al. [12]</td>
<td>95.1%</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>Movie reviews. Cambria [8]</td>
<td>90.1%</td>
</tr>
</tbody>
</table>

The strategy used is shown in the Approach (App.) column. It can be based on machine learning (ML), lexicon (L) or it may be hybrid (H). The area being worked out is shown in the Domain column. Most work is done on film critiques or Twitter. The values in the Results column are shown in terms of general accuracy, unless otherwise stated. The best results obtained for a certain paper are shown. If work involves doing tests on different data sets or with different class amounts, results will be reported separated by a slash (/) in the same order. The information in the table was obtained from the systematic reviews in [32] and [39]. The first paper deals with opinion mining as a whole, while the second one focuses on deep learning, a machine learning branch with different applications in opinion mining.
An effective sentiment analysis requires not only considering words individually, but also the linguistic construction of the sentence analyzed since it may totally change the sentiment expressed. The usual way of facing these constructions is by defining a heuristic. Authors in [28] work on film critiques and use a simple heuristic assuming that the negation scope includes words between the negator and the first punctuation after the negative term. Authors in [38] use data generated from the POS tagging process to identify the negation scope.

Apart from linguistic aspects, sentiment analysis must take into account the quality of the text analyzed. Furthermore, people make spelling and grammar mistakes. Some incorrectly written words were found during data processing. To solve these problems, spelling correctors may be used.

Research in the opinion mining area has greatly grown in the last decade, though most work focuses on texts written in English, for example, the paper proposed in [22], where an opinion mining system is developed to identify preferences over tourist products in Los Lagos region, Chile. The study is interesting, but the set of opinions used is written in English. These opinions were taken from Web TripAdvisor. While sentiment analysis in Spanish doesn't differ in essence with respect to English sentiment analysis, there's a lack of tools and libraries in comparison with English, which makes the implementation of sentiment analysis in Spanish more complex in general. Additionally, Spanish language is less structured, compact and technical than English, which makes its semantic analysis difficult. Furthermore, only a small percentage of the research work is based on the Spanish language, with the vast majority of them focused on the English language.

Lexicon and grammar differences between Spanish and English may have an impact on the performance of systems trained for a certain language. Categorizing an opinion as positive, negative or neutral seems a simple task; however, it is really complex, particularly when opinions are written in different languages. Authors in [4] have studied the impact of English, German, and French particularities.

Some opinion mining studies focus on the Spanish language. One of the most relevant is proposed in [7]. It uses a semantics-based model defining a collection of dictionaries to calculate sentiments. Another study recently proposed in [46] describes an opinion mining system that classifies the orientation of Spanish texts taken from Twitter, according to an analysis of natural language, obtaining the syntactic sentence structure.

While works of sentiment analysis centered in movie reviews and product reviews are common in the literature, it must be mentioned that these domains of application are quite different from scientific paper reviews. An important difference is that peer reviews of research articles are an occluded genre (i.e. the documents are not publicly available) [14], contrary to movie reviews and product reviews that are intended for the general public.

Another key difference is the vocabulary used, which due to the scientific background of the domain tends to formality. An important difference is that in terms of the use of language the reviewers tend to respect the respective rules of orthography and grammar, which facilitates the analysis in comparison with the other kind of reviews. In general, the main difference is the expected level of formality found throughout the text.

Furthermore, the interpretation of a paper review can be a difficult task because of the conflicting signals contained in the text [13]. Also, reviews contain requests for changes in the form of directions, suggestions, clarification requests and recommendations. Early career researchers tend to be more affected by this, since they lack the experience to adequately interpret the reviewers' comments [27].

Finally, it is important to remark that no publications using scientific paper reviews as a work domain for sentiment analysis have been found in the related papers revised. So, this proposal for applying sentiment analysis is a novel contribution to this domain.

2.2 Applications
One of the common problems in scientific paper reviews is that the scores provided by reviewers can be inconsistent with what is written in the review. Particularly, there are cases in which reviewers are too strict, leading to the contradiction that, in reading the review, critiques are scarce, thus indicating that a paper was accepted, but in reading the reviewer's result, you may find that it was rejected. The problem can also be the opposite, that is, a reviewer makes substantive critiques, but he/she indicates that it must be accepted.

Concerning the problem above, consistency evaluation between the written review and the reviewers' score is proposed as a practical application of sentiment classification. For these reasons, the classifier used in this study was trained according to manual data tagging, not the reviewer's original classification. This allows revising the consistency between what the review states and what the reviewer says about the paper acceptance or rejection.

In this context, conducting a longitudinal evaluation of the consistency between the review and each reviewer's acceptance is proposed as future work. This evaluation must be done while keeping anonymity and giving each reviewer a numerical identifier so as to avoid revealing his/her true identity.

This work would allow classifying reviewers between strict (i.e., the score is always more negative than the review critique) and non-strict (i.e., the score is always more positive than the review critique). This classification can be applied in such a way that reviewers may be distributed equitably, thus guaranteeing that a good paper will not be rejected because reviewers are too strict and a poor paper will not be accepted because reviewers are not very strict.

The current system is used as a proof of concept, showing that it is possible to use automatic sentiment classification methods to determine review orientations. Certainly, the classification provided by the system is not expected to be consistent with the results given by the reviewers themselves. In fact, this is the consistency to be determined.

3 MATERIALS AND METHODS
3.1 Dataset
The data set consists of paper reviews sent to an international conference in Spanish ¹. It has a total of $N = 405$ instances evaluated with a 5-point scale, expressing the reviewer's opinion about the

¹The data set used in this study can be found in http://mii.ucn.cl/files/2814/8570/2080/reviews.json
paper (“-2”: very negative, “-1”: negative, “0”: neutral, “1”: positive, “2”: very positive). The attributes of each instance in the data set are described in Table 2.

Table 2: Attribute description for the paper reviews data set.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timespan</td>
<td>A date associated with the year of conference, which in turn corresponds with the time the review was written. The data set includes four years of reviews worth of conferences.</td>
</tr>
<tr>
<td>Paper ID</td>
<td>This number identifies each individual paper from a given conference. The data set has 172 different papers.</td>
</tr>
<tr>
<td>Review ID</td>
<td>A serial number identifier for each review as a correlative with respect to each individual paper. (e.g. the second review of some paper would correspond to the number 2). The data set has a total of 405 reviews. Most papers have 2 reviews each.</td>
</tr>
<tr>
<td>Text</td>
<td>Comments and detailed review of the paper. This is read by the authors and the editing commission of the conference. The editors determine if the paper should be published or not depending on the reviews. There’s 6 instances of empty reviews.</td>
</tr>
<tr>
<td>Remarks</td>
<td>Additional comments that can be read only by the editing commission of the conference. This is used in conjunction with the previous attribute to determine if the paper should be published. This is an optional attribute. Whenever it’s possible it’s concatenated at the end of the main body of the review.</td>
</tr>
<tr>
<td>Language</td>
<td>Language corresponding to the review (it may be English or Spanish). In this case the majority of the reviews are in Spanish, with only 17 instances of English reviews.</td>
</tr>
<tr>
<td>Orientation</td>
<td>Review classification defined by the authors of this study, according to the 5-point scale previously described, obtained through the authors’ systematic judgement of each review. This attribute represents the subjective perception of each review (i.e. how negative or positive the review is perceived when someone reads it).</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Review classification as defined by the reviewer, according to the 5-point scale previously described. This attribute represents the real evaluation given to the paper, as determined by the reviewers.</td>
</tr>
</tbody>
</table>

Empty reviews and reviews in English are not considered in the analysis. Table 3 shows a basic statistics summary concerning word count and number of sentences for the reviews in the data set.

Table 3: Review data set statistics

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Number of Words</th>
<th>Number of Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Max</td>
<td>530</td>
<td>47</td>
</tr>
<tr>
<td>Avg</td>
<td>88.64</td>
<td>8.91</td>
</tr>
<tr>
<td>Std. Dev</td>
<td>69.76</td>
<td>7.54</td>
</tr>
</tbody>
</table>

Figure 1 shows the data distribution in terms of the classifications assigned by the authors when reviewing the content of each review, note that the data set is skewed. Figure 2 shows the data distribution in terms of the classifications assigned by original reviewers. The distribution of original scores is more uniform in comparison to the revised scores. This difference is assumed to come from a discrepancy between the way the paper is evaluated and the way the review is written by the author.

Figure 1: Distribution of review qualifications (revised score).

Figure 2: Distribution of review qualifications (original score).

The study focuses on classifying reviews according to the scale determined by the authors. Original evaluations will be used as complements for evaluating the consistency between the classification inferred from the text and the one assigned by the reviewer.

3.2 Tools and resources

The following tools were used for developing an opinion classification system and making sentiment analysis:

1. Python programming language, version 2.7.
2. Scikit-learn library, its classifier implementations and evaluation methods [29].
3. Stanford POS Tagger library, particularly its model for processing text in Spanish [43]. This model uses the form proposed by the EAGLES group to tag words [19] in each sentence.
(4) SentiWordNet 3.0 lexical ontology, containing semantic orientations and synonym sets in English [2]. A Spanish-translated version available in [30] was used. Some words and their translation were added to the original set because it was not complete.

(5) Dictionaries specifying the semantics of the words. They were constructed by manually reviewing the data set and finding words that fit in each category. The following dictionaries were considered:
- Positive words, e.g. “bueno” (good) and “innovador” (innovative).
- Negative, e.g. “malo” (bad/wrong), “deficiente” (deficient).
- Adversative words, e.g. “pero” (but).
- Amplifier words, e.g. “muy” (very).
- Mitigators words, e.g. “poco” (few).
- Suggestion words, e.g. “sugiero” (to suggest), “corregir” (to correct).
- Negation words, e.g. “no”, “nunca” (never).

(6) A list of compound expressions that must be filtered before processing the text (e.g. “sin embargo”, which is taken to be a single token in the form “sin_embargo”).

3.3 Methods

Methods used in opinion mining are related to data extraction and preprocessing, natural language processing, and machine learning methods. Which play a fundamental role in the task to determine the orientation of an opinion. A learning task may be divided into two broad approaches: supervised learning, in which, classes are provided in data, and unsupervised learning, in which classes are unknown and the learning algorithm needs to automatically generate class values. Supervised methods naïve Bayes [3] and Support Vector Machines [21] were used. For the unsupervised learning task, an approach based on part-of-speech tagging and keyword matching was used. Furthermore, an hybrid approach [32] which combines both supervised and unsupervised methods is proposed.

Deep learning methods have not been tested due to the small size of the data set. While deep learning methods perform well in sentiment analysis [39], the number of parameters that must be estimated for deep learning to work well is too big for the amount of data present in this data set. Extending is a difficult task since scientific reviews are an occluded genre [14] and as such getting access to more data is not easy. Gathering more reviews has been left for future work, and given this, the application of deep learning methods on this data set has been left for future work.

3.3.1 Supervised methods: NB and SVM. NB classifier assumes that all attributes are conditionally independent, but this assumption is not generally achieved in practice. For example, words in a document are not independent among them. Despite this, researchers have shown that this method generates good models [21].

As for SVM, this approach has a sound theoretical basis and has empirically shown to be the most accurate classifier for text documents [21]. The classifier implemented by Python scikit-learn library based on [29], libsvm implementation [9] was used. Particularly, a linear kernel was used because it rendered better results than other nuclei available in the library (rbf, polynomial, and sigmoidal, see the test set). The optimal classifier parametrization was obtained via empirical tests. The optimal parameter $C$ found corresponds to $C = 1.5$ (values from 0.5 to 3.0 with 0.25 increments were used). Default parameters were used for the other configurable elements of the implementation because they provided good results.

For SVM, an output coding based on error correction codes [10] was used. This method is implemented in sklearn libraries and its performance was better than the one vs. all approach used by default for the implementation [29], obtaining a 10% improvement in terms of the average metric $F_1$-score. The selected code size is twice greater than the amount of classes. This parameter was selected via empirical performance evaluation (values from 0.5 to 3.0, with 0.25 increments were tested).

In both cases, the training of the classifiers was done by splitting the data set into a training set and a testing set with a 70% and 30% proportion, respectively.

3.3.2 Unsupervised methods: Part-Of-Speech tagging. Once the text is separated in tokens, the next step is usually made to conduct a morphosyntactic analysis to identify characteristics, for example, its grammatical category. This analysis is known as Part-Of-Speech (POS) tagging.

The method uses a text in a given language as input and, through the application of its internal POS tagging model, assigns a grammatical category to the words in a sentence, for example, verb and adjective, among others. In addition, each category has its own characteristics, for example, in Spanish verbs are characterized by tense and type of subject, which are not applicable to nouns.

The complexity of this task depends on the target language to be analyzed. For example, Spanish is more complex as to verb conjugation and implicit subjects. To apply this technique, preprocessing stemming is omitted because it may prevent obtaining the correct grammar structure.

POS tagging poses two main challenges: The first one is word ambiguity, which depends on the context of the sentence analyzed; the second one is assigning a grammatical category to a word when the system does not know how to do it. To solve both problems, the context around the word in a sentence is typically considered and the most probable is selected. The grammatical category has a relevant characteristic. A word belonging to the same word group can replace a token with the same grammatical category, without affecting the sentence grammatically [33].

Most tools to determine grammatical category only work in English, as a result it becomes necessary to find a POS tagging library that can handle Spanish. The Stanford Log-linear Part-Of-Speech Tagger [15] library was used. This library reads a text and assigns a grammatical category to each word. This library is implemented in Java (version 8) and provides models in six different languages, including Spanish.

3.4 Data preprocessing

Before classifying a text, it is necessary to process it. First, punctuation standardization is done, so that writing rules can be respected.
A TF-IDF scheme is applied to the input text, this representation being Bayes classifier input. Similarly, in the case of SVM, punctuation marks and Spanish stopwords are eliminated. A TF-IDF scheme is applied to the input text; then, the singular value decomposition (SVD) method is applied, keeping 100 main values, this representation being SVM input. SVD is applied in order to reduce dimensionality, even though SVM is not sensitive to high dimensionalities, this reduction will reduce the computational cost of the method.

In the case of POS Tagging neither punctuation marks nor stopwords are eliminated because they do not provide any data for this classifier. A TF-IDF scheme is applied to the input text, this representation being Bayes classifier input. Finally, in the case of SVM, punctuation marks and Spanish stopwords are eliminated. A TF-IDF scheme is applied to the input text; then, the singular value decomposition (SVD) method is applied, keeping 100 main values, this representation being SVM input. SVD is applied in order to reduce dimensionality, even though SVM is not sensitive to high dimensionalities, this reduction will reduce the computational cost of the method.

In the case of POS Tagging neither punctuation marks nor stopwords are eliminated because they do not provide any data for the classifier (for example, negation). The text is then entered into Stanford POS Tagger in order to identify its semantic structure. Finally, a manual review is made to look for words (i.e. iterating over each word in the document) found in certain dictionaries so as to mark these instances with additional tags. This list of tokens and their associated tags corresponds to the unsupervised classifier input.

### 3.5 Scoring Algorithm

To evaluate a review, Algorithm 1 is used over each sentence and then the average of all the sentences in the review are calculated. This average value provides the semantic orientation of the review in terms of a continuous numeric scale. This result must be discretized to obtain the classification in the corresponding classes.

The binary classification method (classes “-1” and “1”), ternary classification (classes “-1”, “0”, and “1”), and 5-point scale multiclass classification (from “-2” to “2”) were tested, obtaining different performances in each case due to their increasing complexity.

The algorithm was implemented by following a rule-based scheme, according to the semantic characteristics of words. Particularly, a dictionary-based approach combined with a series of heuristics was used. Heuristics correspond to a series of rules that define the effect of each type of word on the semantic orientation of a sentence.

First, each word is analyzed to be tagged according to its semantic characteristics (POS Tagging). In addition, the dictionaries mentioned previously were used to add other tags in each word. The dictionaries are listed below, they were used in order to specify the effect of each word on the semantic orientation of the sentence. Particularly, the general effect on the sentence, according to a series of pre-established rules, is calculated, depending on the word found and its semantic orientation. The strategy used in each case is similar to the one used in [47], though without using dependency parsing.

1. **Positive words**: It contains the list of words considered positive in the problem domain. Its semantic orientation is obtained from SentiWordNet ontology (values from 0 to 1), specifying that the positive value is required. In case the word is not in the ontology, a 0.5 default value is assumed (halfway between the minimum value of 0 and the maximum of 1, reflecting a moderately positive word).

2. **Negative words**: It contains the list of words considered negative in the problem domain. Its semantic orientation is obtained from SentiWordNet ontology (values from 0 to −1), specifying that the negative value is required. In case the word is not in the ontology, a −0.5 default value is assumed (halfway between the minimum value of −1 and the maximum of 0, reflecting a moderately negative word).

3. **Intensifiers**: It contains the list of words increasing the intensity of the words that follow by a certain predefined factor. The intensification factor is 2.5, a value that was considered empirically appropriate (values from 1.1 to 3.0 were tested, with 0.1 increments, the value 2.5 was chosen taking the value that provided the best average $F_1 - \text{score}$ based on a sample of 10 runs per value).

4. **Mitigators**: It contains the list of words that decrease the intensity of the words that follow by a certain predefined factor. The reduction factor is 0.4 (values from 0.1 to 0.9 were tested, with 0.1 increments, the value 0.4 was chosen taking the value that provided the best average $F_1 - \text{score}$ based on a sample of 10 runs per value).

5. **Negation words**: It contains the list of words that reverse the orientation of the words that follow (the semantic orientation value is multiplied by −1).

6. **Adversative words**: It contains the list of adversative words. These reduce the intensity of previous words, but they intensify the ones that follow. There are two types of adversative clauses (restrictive and exclusive) [47]. While there exist other types of conjunctions (e.g. coordinate, copulative or disjunctive), for simplicity only adversative conjunctions were considered and for the purposes of this study, only the restrictive case was considered. The reduction factor is 0.5 (value empirically found; values from 0.1 to 0.9 were tested, with 0.1 increments).

7. **Suggestion words**: It contains the list of words referring to a suggestion (for example, modal verbs like “should” and “could” and other verbs like “improve”, “correct”). Modal verbs are very important due to the fact that they are emotional words giving either positive or negative polarity in the sentence. However, for this particular domain, these words are considered to have an always negative or orientation that must be subtracted from the sentence score, however, they have a lesser impact in comparison to regular negative words.

Usually, reviews that suggest direct rejection tend to use discourse units with the function of negative evaluation, while reviews that suggest a major revision of the article use discourse units with the function of recommendation [34]. Based on this, the score of a recommendation, while slightly negative in the sense that it implies that the paper must be improved, has a lower impact than a direct negative evaluation. The suitable empirical value was found to be −0.025 (value empirically found; it was tested from −0.5 to 0.0, with 0.025 increments).
In addition, four other heuristics not based on dictionaries were considered:

1. If a question mark is found in the review, it causes a slight predefined negative impact, regardless of the context, which must be subtracted from the sentence score.
2. If a negation adverb is found (“not”) and it is followed by a verb it has a strong predefined negative impact. The scope of the negation is considered to be up to three tokens after the adverb, based on the conservative heuristic used by Fernández Anta et al. [11]. To detect these patterns, POS tags are used.
3. Bias parameters are included to strengthen positive and negative words. Since most reviews are likely to be critiques, it may be useful to include a bias towards positive opinion to compensate for the natural negativity. Movie reviews present similar behaviour, and bias parameters have been found to be useful [47].
4. In case the word is not included in a dictionary (the list of words, not the ontology), it was assumed that it does not have any effect in this domain. So, its score is assigned to 0, under the assumption that it will have no effect.

These heuristics could be refined. Nevertheless, results obtained with them are satisfactory since the result improved compared to the baseline without using heuristics.

Algorithm 1 produces continuous values that can be positive or negative. Nevertheless, the objective is to obtain the semantic orientation in terms of the classes defined above. For this purpose, some parameter values (DoublePositiveThreshold, DoubleNegativeThreshold, NegativeThreshold, PositiveThreshold) were obtained by applying Monte Carlo simulation, testing a series of value ranges between −1.0 and 1.0 and using the combination with the best performance.

### 3.6 Hybrid method: HS-SVM

Another method based on the scoring algorithm and support vector machines is proposed for classification in this domain. The method has been named Hybrid Scoring Support Vector Machine (HS-SVM), in reference to the fact that it’s an hybrid method that uses the scoring algorithm proposed in the previous section. This is an hybrid method of sentiment analysis since it combines a supervised classifier (SVM) and an unsupervised classifier (Scoring algorithm) to obtain the final class. The preprocessing steps for this new method are the same ones used for the original classifiers. Figure 3 shows the proposed method's components and flow.

**Algorithm 1 Scoring Algorithm**

**Require:** TokenList, a list of tokens in a sentence; PosBias, an additional weight factor for positive words; NegBias, an additional weight factor for negative words.

**Ensure:** TotalScore, the semantic orientation value for the sentence.

1. function ScoreSentence
2. TotalScore = 0
3. PreviousTokens = None
4. Inverted = False
5. TokenScore = 0
6. for all (Token token in TokenList) do
7. Tags = GetTags(Token)
8. TokenScore = GetSentiWordNetScore(Token, Tags)
9. if IsPositive(Tags) then
10. TokenScore = TokenScore * PosBias
11. else if IsNegative(Tags) then
12. TokenScore = TokenScore * NegBias
13. if Token == '?' then
14. TokenScore = - QMOrientation
15. Next Token
16. if IsSuggestion(Tags) then
17. TokenScore = - SuggestionOrientation
18. if IsInversion(Tags) then
19. Inverted = ~ Inverted
20. if Inverted then
21. TokenScore = - TokenScore
22. if IsVerb(Tags) and ContainsNo(PreviousTokens) then
23. TotalScore = TotalScore - NegatedVerbOrientation
24. if IsIncrement(PreviousTokens) then
25. TokenScore = TokenScore * ModFactor
26. if IsDecrement(PreviousTokens) then
27. TokenScore = TokenScore / ModFactor
28. if IsAdversative(Tags) then
29. TotalScore = TotalScore * AdversativeWeight
30. TotalScore = TotalScore + TokenScore
31. return TotalScore

The score works as a new feature for the SVM’s input data. The SVM is then trained with this additional feature. This proposed approach has the advantage of having the information provided by the scoring algorithm and its associated components and the flexibility of the SVM. However, it has a higher computational cost since it requires the usage of the scoring algorithm and training the SVM classifier. Nevertheless, since the data set for this application is sufficiently small, this drawback has no significant effect.

### 3.7 Aspect Evaluator

Reviewer comments can have different functions, and they can be more directed towards the technical content, the general readability or the structural aspect of the paper itself [14]. So while there are many aspects that could be evaluated, for example the opinion of the reviewer on the validity of the claims in the article or the
discussion itself, it’s simpler to evaluate textual aspects such as the format or writing rather than the content itself, since the latter requires certain knowledge of the reviewed article’s domain. Given this, a list of five important aspects considered when reviewing a paper was constructed. The evaluated aspects are References, Format, Structure, and Writing.

Evaluation consists in looking for references to these aspects (or their synonyms) in a sentence. A score is assigned to each sentence using Algorithm 1. The search of synonyms is done by using SentiWordNet synonym sets or synsets [2].

A vector containing the scores of each aspect is initialized in zero. As the algorithm evaluates the sentence tokens, POS tags are used to check if the current token is an adjective, a verb or a noun. These three tags were considered because an adjective and a verb may implicitly correspond to one aspect (e.g., “do not refer” or “well written”).

If they correspond to one of these tags, they are checked to see if they agree with one of the aspects defined in the list. If all previous conditions apply, the current sentence score is added to the score of the associated aspect.

If an adversative clause is found, the current accumulated score is saved and a new accumulator is initialized because the use of these expressions marks the beginning of a different semantic orientation and the accumulation of previous values may affect the accuracy of results. The algorithm then continues its calculations using the new accumulator. Once the algorithm finishes the analysis of the sentence, the final score is the sum of the old accumulator and the new accumulator.

In the final implementation, scoring and aspect evaluation algorithms were considered as one function, for the sake of simplicity.

4 RESULTS AND DISCUSSION

4.1 Orientation classification

The results provided here originate from using the methods to classify the orientation of each review (i.e. the perceived evaluation). Table 4 shows the classification results for binary, ternary and 5-point scale classification.

In the binary case, performance is similar regarding the results from other studies (as shown in Table 1). The best average performance is obtained with the scoring algorithm, followed by HS-SVM, pure SVM and NB.

The amount of data available for the binary classification case is smaller than the amount of data for the multiclass case because the neutral reviews of the data set are not used. One of the main problems in comparison with other studies is the scarce amount of data available. A much better performance may be expected with a greater amount of instances.

In the case of ternary classification, average performance decreases in all metrics. This performance reduction is due to the greater classification complexity inherent to a problem with more classes. If the classifier were to work as a random selection it would only have 33.3% probability of predicting correctly. So, in comparison to that baseline, the classifiers still have a good quality. However, it’s interesting to note that in this case, the best results are obtained with the HS-SVM classifier, which now surpasses the scoring algorithm itself.

The parametrization used is the one providing better results, according to the methodology explained in the previous section. There were problems with classifying the very negative reviews, if the lower limit is increased, examples of a very negative class can be correctly classified; however, some negative examples will also be incorrectly classified.

In the case of the 5-point scale classification, the scoring algorithm is slightly better than the supervised methods and the HS-SVM approach surpasses all the other methods in this case, just as it did in the ternary case. According to these results, the use of this hybrid approach has better classification performance in the multiclass case, while in the binary case it’s only slightly behind the scoring algorithm. In this sense, this method is considered to be more robust in relation to an increase in the number of classes.

One of the main facts that may affect classification results for the supervised case is that these classifiers do not take into account text structure. They only consider the appearance of words according to the TF-IDF scheme described in the data preprocessing section. The poor performance of SVM on this multiclass data set may be due to the fact that this classifier is highly sensitive to class imbalance [25]. And as Figure 1 shows, this data set is highly skewed. So, in a sense, the obtained results by SVM on that data set could not be reliable.

Better results could be obtained with the scoring algorithm by improving the heuristics used or applying parsing dependency [47]. Nevertheless, results are considered satisfactory, since the in all metrics this method surpasses the other approaches.

The performance improvement with respect to the pure SVM approach is consistent in all the cases. The method works by adding more information to SVM, basically facilitating the classification process. SVM is helped by the heuristics defined for the scoring algorithm.

This method could also be combined with the results obtained for the aspects of each review. In this approach, the use of the scoring algorithm and aspect evaluation could be considered as an

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.68 ± 0.05</td>
<td>0.67 ± 0.06</td>
<td>0.68 ± 0.05</td>
<td>0.64 ± 0.06</td>
</tr>
<tr>
<td>SVM</td>
<td>0.7 ± 0.05</td>
<td>0.7 ± 0.05</td>
<td>0.7 ± 0.05</td>
<td>0.69 ± 0.06</td>
</tr>
<tr>
<td>Score</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>HS-SVM</td>
<td>0.79 ± 0.05</td>
<td>0.8 ± 0.05</td>
<td>0.79 ± 0.05</td>
<td>0.79 ± 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.46 ± 0.03</td>
<td>0.42 ± 0.05</td>
<td>0.46 ± 0.03</td>
<td>0.41 ± 0.05</td>
</tr>
<tr>
<td>SVM</td>
<td>0.48 ± 0.05</td>
<td>0.46 ± 0.06</td>
<td>0.48 ± 0.06</td>
<td>0.46 ± 0.06</td>
</tr>
<tr>
<td>Score</td>
<td>0.51</td>
<td>0.58</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td>HS-SVM</td>
<td>0.56 ± 0.04</td>
<td>0.54 ± 0.04</td>
<td>0.56 ± 0.04</td>
<td>0.54 ± 0.04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.35 ± 0.03</td>
<td>0.3 ± 0.04</td>
<td>0.35 ± 0.03</td>
<td>0.3 ± 0.04</td>
</tr>
<tr>
<td>SVM</td>
<td>0.4 ± 0.03</td>
<td>0.38 ± 0.04</td>
<td>0.41 ± 0.03</td>
<td>0.37 ± 0.03</td>
</tr>
<tr>
<td>Score</td>
<td>0.41</td>
<td>0.41</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>HS-SVM</td>
<td>0.46 ± 0.05</td>
<td>0.45 ± 0.06</td>
<td>0.46 ± 0.05</td>
<td>0.43 ± 0.05</td>
</tr>
</tbody>
</table>

Table 4: Classification results for orientation.
A Hybrid Approach for Sentiment Analysis Applied to Paper Reviews

4.2 Evaluation classification

The results provided here are obtained from executing the methods to classify the evaluation of each review (i.e. the original score given by the reviewers). Table 5 shows the classification results for binary, ternary and 5-point scale classification.

In general, maximum possible performance decreases. Although the obtained results are still acceptable since they are better than a random selection, they show that properly classifying the instances is more complex if the original scores provided by each reviewer are used instead of the orientation scores. This discrepancy results from the fact that reviewers don’t usually provide scores agreeing with what is actually written in the review.

It’s important to note that the parameterization of the scoring algorithm was not adjusted, retaining the original one designed for orientation classification. While this reduces classification accuracy and all associated metrics, this method is still competitive to the baseline methods (NB and SVM), and even those are still surpassed by the scoring algorithm classification in the binary case.

On the other hand, HS-SVM obtains the best results in comparison to the other methods. This stems from the flexibility provided by its SVM component, while at the same time benefiting from all the information provided by the scoring method. In general, according to the results of these experiments, HS-SVM surpasses the other methods, both in the evaluation classification task and in the orientation classification task.

5 CONCLUSIONS

This article has studied the application of sentiment analysis techniques in the domain of paper reviews. Specifically, it has applied supervised methods (NB and SVM), an unsupervised method (the scoring algorithm) and a hybrid approach (HS-SVM) in the classification of 382 (non-empty Spanish) reviews of research papers of an international conference.

The best performance is obtained with binary classification, corresponding to the simplest version of the problem studied. Performance gradually decreases as more classes are added (such as the neutral one or those corresponding to extreme values). In this sense, the HS-SVM method is more robust than the others, in relation to the number of classes.

One of the most interesting results is improvement obtained by the combination of the scoring algorithm and SVM. Basically, the score gives additional information to the SVM to facilitate the classification. Future work could deal with the extension and generalization of this method, also including the scores obtained for the aspects so as to further improve performance. By adding new semantic information (e.g. the score) to traditional machine learning methods, an improvement is expected to be obtained in the results of sentiment classification as compared with a pure method.

In the future, the algorithm performance to obtain the scores of each aspect must be evaluated. Its results were analyzed by observing those obtained in each review and the general average, but there is no specific metric as in the other methods evaluated. To evaluate these results better, it is necessary to have the tags for each aspect. These should be manually obtained in analyzing each review, although the weakness of this study is its subjectivity. So, automatic forms of generating tags for each aspect could be explored.

Concerning the experimental results, it’s necessary to enlarge the list of features with more lexico-grammatical features, so that classifiers perform better and greater classification results are acquired. Also, expanding the data set with more reviews would be useful in future research, since the current data set is too small to apply some techniques that require more data to perform well.

As to the applicability of the proposal, future work could deal with the longitudinal evaluation of consistency between the review and the acceptance or rejection of the paper by each reviewer. This may allow a better evaluation of papers since it would be possible to recognize whether a reviewer is strict or not. Finally, since there are no other papers using scientific paper reviews as an application domain, the proposal in this study is a contribution and innovation for the field of sentiment analysis and opinion mining.
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