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Abstract—Sentiment analysis, one of the most trending natural
language processing tasks, is used to mine opinions or sentiments
from a given text. Two significant challenges of sentiment analysis
are 1) complexity in data pre-processing caused by the high
dimensionality of textual data; 2) uncertainty in classifying
sentiment polarities due to the ambiguity of natural languages.
To address these issues, we propose a model using part-of-speech-
based feature extraction to reduce dimensionality and game-
theoretic rough sets (GTRS) to establish a balance between
the accuracy and coverage trade-off. We evaluate this model
with three different sizes of datasets (Yelp reviews, IMDB movie
reviews, and Amazon product reviews). The experiment results
show that the proposed model outperforms Pawlak’s rough set
model and 0.5-probabilistic rough set model. In comparison with
four traditional binary classification models (i.e., SVM, naı̈ve
Bayes, decision tree, and KNN), the proposed model also achieves
higher accuracy rates. This research suggests that the proposed
model is promising to deal with the complexity and uncertainty
in sentiment analysis tasks.

Index Terms—sentiment analysis, part-of-speech tagging, fea-
ture extraction, three-way classification, game-theoretic rough
sets

I. INTRODUCTION

Sentiment analysis, also called opinion mining, is the field
of study that analyzes people’s opinions or sentiments ex-
pressed in written text [16]. Unlike traditional topic-based text
classification that classifies texts based on their subject matter
(e.g., sports, politics, or finance), sentiment analysis classifies
texts into different sentiments (e.g., positive or negative senti-
ment), which can be expressed in a more subtle manner [19].

Sentiment analysis application domains include customer
products, health care, tourism, hospitality, financial services,
social events, and political elections. Sentiment analysis tech-
nique can provide opinions of others to businesses, organiza-
tions, government agencies, and even individual customers for
better decision making [16].

There are two significant challenges in sentiment analysis
tasks: complexity in data pre-processing and uncertainty in
classifying sentiment polarities [11] [28]. One of the leading
causes of the complexity is high dimensionality of textual data.
The part-of-speech-based feature extraction that we propose is
an intuitive and effective method to reduce the dimensionality
in sentiment analysis tasks. This method transforms textual
data into smaller feature sets based on words’ part-of-speech
category and converts each set of words to a corresponding

sentiment polarity score. In this way, the high dimensionality is
significantly reduced, and the information related to sentiment
orientation is greatly preserved.

The uncertainty in classifying sentiment polarity is caused
by the ambiguity of natural languages. Three-way classi-
fication has been studied and applied in various fields to
address uncertainty in decision-making [25]. In sentiment
analysis, by applying three-way classification, the instances
are divided into positive, negative, and boundary regions,
corresponding to three sentiment polarities: positive, negative,
and neutral sentiments. In order to determine the threshold for
dividing the three regions, we adopt game-theoretic rough sets
(GTRS) [12]. With GTRS, we resolve the uncertainty by con-
sidering the trade-off nature between accuracy and coverage
and finding the highest possible results of two criteria.

The proposed model is a hybrid approach of sentiment anal-
ysis that benefits both from a knowledge-based technique and
a statistical technique [6]. In detail, the part-of-speech-based
feature extraction leverages the knowledge bases exploited
from linguistic corpora, and GTRS uses a statistical method
for further classification. We experiment with three different
sizes of datasets. The classification result is compared with
Pawlak’s rough sets, 0.5-probabilistic rough sets, as well as
four traditional binary classification models: support vector
machine (SVM), naı̈ve Bayes, decision tree, and k-nearest
neighbors (KNN). The result indicates that the proposed
approach outperforms other methods with all three datasets.

II. BACKGROUND KNOWLEDGE

This section explains the background knowledge of handling
the complexity and uncertainty in sentiment analysis.

A. Part-of-Speech-Based Feature Extraction in Sentiment
Analysis

Part-of-speech, often abbreviated as POS and also called
word class, is a category of words that share certain gram-
matical properties. Words that are assigned to the same part-
of-speech category generally perform similar functions in a
sentence [15]. To avoid confusion with the abbreviation of
positive region in the rough set community, we use “part-of-
speech” throughout the paper.

In natural language processing tasks, the textual data need
to be transformed into a numerical form (an attribute-value
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representation) before being analyzed and computed by algo-
rithms. In traditional text representation approaches, such as
one-hot-encoding, TF-IDF (term frequency-inverse document
frequency), and count vectorization, original datasets are vec-
torized and transformed into large and sparse datasets. The
dimensionality (size of feature set) can be up to the size
of the vocabulary across the entire dataset, generating huge
computational cost [27].

Feature extraction is a general method of dimensionality
reduction, which transforms input space into a lower dimen-
sion that preserves most of the relevant information [8]. In
sentiment analysis tasks, extracting features for dimensionality
reduction is to create a smaller set of features and feed this
lower-dimensional data to classifiers to predict the sentiment
polarity of the entire text. This smaller set of features contain
the most sentiment-relevant words to represent the sentiment
pattern of texts.

Part-of-speech-based feature extraction creates a smaller
set of features based on the word’s part-of-speech category.
According to Cambridge Dictionary, nouns, verbs, adjectives,
and adverbs are four major word classes in English. These
four word classes can describe the behaviors or characteristics
of an object, and they are likely to hold sentiment words that
indicate sentiment polarities [13]. For instance, adjectives such
as nice and terrible, adverbs like happily and sadly, verbs like
enjoy and hate, nouns like success and disaster can explicitly
point out the sentiment orientation in a text. Therefore, these
word classes can be considered as the extracted features for
sentiment analysis.

There are some sentiment analysis studies based on these
four word classes. Among them, a large count of research
extracts features based on the frequency or presence of
words [18]. However, the frequency or presence-based solution
processes all words in the corpus first, which generates a large
scale of data for analysis. Therefore, this method requires
a large processor memory to be implemented. Furthermore,
solely predicting sentiment classes may not reveal sufficient
sentiment-relevant information. To analyze finer-level details
of the sentiment expressed, measuring the intensity of senti-
ment is of paramount importance [1].

In other research, words are extracted based on their
sentiment intensity scores using SentiWordNet, such as the
study [10]. However, this pioneer sentiment analysis tool is
not a gold-standard resource and contains a noisy lexicon [14].
In our experiment, we adopt Valence Aware Dictionary for
Sentiment Reasoning (VADER), which is a rule-based gold-
standard lexicon [14]. It is trained on a human-validated
sentiment lexicon and provides sentiment polarity (i.e., pos-
itive, negative, or neutral sentiment) and intensity scores.
To calculate a text’s sentiment score, VADER outputs a
compound score by summing up all word’s valence scores
in their lexicon and normalizing them to between -1 and 1,
corresponding to negative and positive polarities. Compared to
SentiWordNet, VADER is faster and performs better in social
media datasets [3]. Besides, VADER also outperforms other
well-established sentiment analysis lexicons such as Linguistic

Inquiry Word Count, General Inquirer, Affective Norms for
English Words, SenticNet, Word-Sense Disambiguation using
WordNet, and the Hu-Liu04 opinion lexicon [14].

Therefore, extracting four part-of-speech groups and con-
verting them into sentiment scores using VADER as four fea-
tures can reduce data dimensionality and preserve sentiment-
related information in texts. As a result, we can save computa-
tional time without compromising the sentiment classification
accuracy.

B. Three-way Classification and Probabilistic Rough Sets

In terms of the uncertainty in classifying sentiment polari-
ties, several approaches are proposed to tackle this problem.
The uncertainty theory using Delphi method is to invite do-
main experts to determine the uncertain instances in data [22].
A recent study adds an ambivalence category in sentiment
classification and then further classifies based on transferring
rules and human labeling [23].

There are also computational methods without human
opinions involved, such as fuzzy theory and rough set the-
ory [9] [28]. These methods analyze the data uncertainty from
a mathematical perspective. They apply set theory and consider
the uncertain data as a subset of the data. Then further explore
the uncertain subset to make classification decisions.

Rough set theory, proposed by Pawlak [20], deals with the
uncertain or incomplete information in an information table.
The basic units in rough sets are equivalence classes where
all instances with the same condition attributes are grouped
as one equivalence class. Three-way classification in rough
sets places the equivalence classes into three pair-wise disjoint
regions: positive, boundary, and negative regions based on
complete certainty. The drawback of Pawlak’s rough sets is
the zero-tolerance of uncertainty or error, as it discards all
uncertain data. If data contain high uncertainty, the model can
only classify a small fraction of data into positive or negative,
leading to low data usability, also called data coverage.

Probabilistic rough set theory is proposed to solve the
rigidness of Pawlak’s problem [26]. This technique allows a
certain degree of uncertainty in three-way classification. In
detail, assume an instance x belonging to the universe U , is
denoted as x ∈ U , and the equivalence class containing x
is denoted as [x]. In probabilistic rough sets, a conditional
probability Pr(C|[x]), is defined as the probability that an
instance belongs to C (a set of criteria) given that this instance
belongs to the equivalence class [x].

Three-way classification has been applied in sentiment
analysis tasks, such as [28], where the instances are divided
into positive, negative, and boundary regions corresponding
to three sentiment polarities: positive, negative, and neutral
sentiment. In the proposed research, we define the concept
“positive sentiment” as the criteria C, denoting psent to
distinguish with the notion “positive” in the concept “positive
region”. Hence, the conditional probability Pr(psent|[x]) is
defined as the probability that an instance belongs to a positive
sentiment given that this instance belongs to an equivalence
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class [x], as shown in Equation (1), where |·| denotes the
cardinality of a set.

Pr(psent|[x]) = |psent ∩ [x]|
|[x]| (1)

The pair of threshold (α,β), where 0 ⩽ β < α ⩽ 1, are to
divide the positive, negative and boundary regions, denoting
as POS, NEG and BND, respectively. Therefore, the three
regions are a partition of the universe U , defined as:

π(α,β)(psent) = {POS(α,β)(psent),

BND(α,β)(psent),

NEG(α,β)(psent)}
(2)

Accordingly, the three-way sentiment classification is di-
vided as:

POS(α,β)(psent) = {x|x ∈ U,Pr(psent|[x]) ⩾ α},
BND(α,β)(psent) = {x|x ∈ U, β < Pr(psent|[x]) < α},
NEG(α,β)(psent) = {x|x ∈ U,Pr(psent|[x]) ⩽ β},

(3)
As in Equation (3), for a given equivalence class [x], if

Pr(psent|[x]) ⩾ α, then the instances in [x] are accepted as
positive sentiment; if Pr(psent|[x]) ⩽ β, then the instances
in [x] are rejected as positive sentiment, hence, negative
sentiment; if β < Pr(psent|[x]) < α, we defer to make
decision due to the uncertainty or lack of information, so we
consider them neutral sentiment.

C. Game-Theoretic Rough Sets

A challenging problem in the three-way classification based
on probabilistic rough sets is finding the final threshold
pair (α,β). GTRS provides a solution by applying game
theory [12]. GTRS considers the trade-off between multiple
criteria, and use game equilibrium to achieve final thresh-
olds [30]. In detail, GTRS formulates games considering eval-
uation criteria as players, possible threshold pairs as strategies
profiles. When the evaluation criteria in the game establish
a game equilibrium, an optimal threshold pair is achieved. A
GTRS game consists of three phases: game formulation, game
implementation, and game result acquisition.

1) Game Formulation: There are three elements in a GTRS
game: a set of players O, a set of strategies of each player S,
the payoff functions of players u. Thus, for the game G,
we have G = {O,S, u}. The three elements are defined as
follows:

• Set of game players O: the evaluation criteria of three-
way classification.

• Set of strategies S: the set of strategies or actions taken
by each player. For example, each strategy is a unique
threshold pair (α,β).

• Payoff functions u: payoff, or utility, is the result from
a player performing a strategy, meaning the actual value
of each evaluation criterion.

When the players (i.e., criteria) play the game, their strate-
gies can impact their payoffs and form a trade-off. Their goals
are to maximize their payoffs in the game.

2) Game Implementation: This phase requires observing
and analyzing the impact of all eligible strategies on their
corresponding payoffs.

3) Result Acquisition: The final phase is to analyze the
game result and find the optimal threshold pair. Nash equilib-
rium is typically used to determine possible game outcomes
in GTRS [30]. However, Nash equilibrium considers two
players in a non-cooperative situation where players compete
with each other, and each of them takes their own benefit
as a priority. Therefore, Nash equilibrium can only achieve
a balanced result as no one is willing to compromise. The
proposed model uses Pareto efficiency as a game solution to
find an optimal result by considering two players cooperating
and jointly achieving their best possible outcomes. Our goal
is to find a strategy profile where both players (i.e., accuracy
and coverage) have payoffs as high as possible given their
trade-off relation. Therefore, a complete observation of game
strategies and corresponding payoffs is carried out based on a
payoff table. The players can consider all payoffs and make
an optimal choice.

GTRS has been applied to deal with information uncertainty
such as Email spam filtering, satirical news detection, and
recommender system [4] [29] [32].

III. METHODOLOGY

This section discusses in detail the main phases of the
proposed model, including text cleaning, part-of-speech-based
feature extraction, equivalence classes building, and sentiment
analysis with GTRS.

A. Text Cleaning

We conduct several basic text cleaning procedures, such as
removing URLs, removing punctuation, and tokenizing texts.

One important step during text cleaning is processing word
contractions. Some words are in contracted forms, such as
don’t, aren’t, and wouldn’t, which are negation words. To
avoid the loss of words’ meaning during the text cleaning,
we manually transform the contracted words into their base
form before removing punctuation. For instance, the above
contracted words are transformed to do not, are not, and would
not.

Due to the case sensitivity of VADER, we skip the step of
converting uppercase words to lowercase. In detail, VADER
considers uppercase words to contain stronger and more inten-
sive sentiment than lowercase words. For instance, based on
VADER, the sentence “It is great.” has a compound score of
0.6249, while “It is GREAT.” has 0.7034, meaning the latter is
more positive than the former. As such, we retain the original
capitalization of words.

Regarding sentiment labels, we denote negative sentiment
class as -1, positive as 1 for all experimental datasets.
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B. Part-of-Speech-Based Feature Extraction

This phase has three steps: part-of-speech tagging, sentiment
polarity scores converting, and data discretization.

TABLE I
EXTRACTED WORD CLASSES AND PART-OF-SPEECH TAGS

Word Class Part-of-Speech Tag
Noun NN, NNS, NNP, NNPS, no
Verb VB, VBD, VBG, VBN, VBP, VBZ

Adjective JJ, JJR, JJS
Adverb RB, RBR, RBS, WRB

1) Part-of-Speech Tagging: We adopt the part-of-speech
tagging tool in the Natural Language Toolkit (nltk) on the
website https://www.nltk.org/ to identify all the nouns, verbs,
adjectives, and adverbs. The tags we select for the four word
classes are shown in TABLE I. Each tag represents a form of
the corresponding word class. For instance, “NN” and “NNS”
represent singular and plural nouns, “NNP” and “NNPS” are
singular and plural proper nouns; “VB” represents the base
form of verbs, and the other tags starting with “VB” are
other tenses of verbs; “JJ” represents adjective, and “JJR” and
“JJS” represent comparative and superlative adjective; “RB”,
“RBR”, and “RBS” correspond to adverb, comparative adverb
and superlative adverb, “WRB” represents wh-adverbs.

One more case is the handling of no, because it is tagged as
a determiner, not in any of the four word classes. We manually
add this word into the group of noun as it is usually used
combining with nouns.

Fig. 1. An example of part-of-speech tagging

Taking the following sentence as an example: “It was a won-
derful dinner, I enjoyed it, that restaurant is a treasure.” After
tokenized, part-of-speech tagger tags each word as shown in
Fig. 1. Each text instance is converted into a list, where each
list item is a tuple pair of a word and its corresponding tag.

2) Sentiment Polarity Scores Converting: As each word in
a text instance is tagged, we search through the tags based
on TABLE I. We then group four word classes and feed each
group into VADER to obtain a compound score for each word
class of a text instance. A score close to -1 indicates that the
sentiment is close to negative, 1 indicates positive, and zero (0)
is neutral.

TABLE II
AN EXAMPLE OF WORD CLASSES AND SENTIMENT SCORES

Word Class Extracted Words Sentiment Score
Noun dinner restaurant treasure 0.296
Verb was enjoyed is 0.5106

Adjective wonderful 0.5719
Adverb none 0

Taking the same example “It was a wonderful dinner, I
enjoyed it, that restaurant is a treasure”, four extracted word
groups and their sentiment scores are shown in TABLE II. All
words in this text instance that meet the extraction criteria are
listed. Given that there are no adverbs in this sentence, VADER
outputs the adverb sentiment score as zero. From this table,
we can see that, except for the adverb group, the other word
classes all achieve sentiment scores higher than zero, which
indicates that the sentiment polarity of the entire text is very
likely to be positive.

3) Data Discretization: All text instances are transformed
to a four-dimensional representation, and consist of numbers
ranging from -1 to 1. In order to be analyzed by rough sets,
we apply an equal-width binning method to discretize the
continuous values in each column. The width of each bin w
is calculated as w = (max −min)/5, where max and min
are the maximum and minim values in a column, and five is
the number of bins that the values are divided. This binning
method ensures that all bins have equal width. By ignoring the
number of instances in each bin, we can preserve the original
distribution of the sentiment scores.

TABLE III
A DEMO OF AN INFORMATION TABLE

Text Noun Verb Adjective Adverb Label
Review 1 1 2 1 3 -1
Review 2 2 1 2 3 -1
Review 3 4 3 5 2 1
Review 4 5 4 2 2 1

As the extracted features are formulated, we combine them
with sentiment labels, generating an information table for
decision-making. TABLE III shows a demo of the information
table (the dummy data values are for reference only). The
first four columns are the extracted features, that is, condition
attributes. The last column is the target attribute which is the
sentiment label.

C. Equivalence Classes

In the datasets, we firstly build equivalence classes by
finding the instances with the same condition attributes. Then
in each equivalence class Xi, we calculate the equivalence
class probability Pr(Xi), and the conditional probability
Pr(psent|[x]). The equivalence class probability Pr(Xi) is
the ratio of instances in the equivalence class Xi and the
total number of all instances in the dataset. The conditional
probability Pr(psent|[x]) is the proportion of instances that
are positive sentiment in the equivalence class Xi, as in
Equation (1).

D. Sentiment Analysis With GTRS

There are three steps in sentiment analysis with GTRS:
game formulation, game implementation, and result acquisi-
tion, as follows:

1) Game Formulation: The game players, strategies, and
payoff functions are defined as follows:
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a) Game players: We use accuracy and coverage rates
as game players, denoted as acc, and cov.

The accuracy rate is the ratio of the number of correctly
classified instances and the number of all instances that can
be classified, calculated as in Equation (4):

Acc(α,β)(psent) =

|psent ∩ POS(α,β)(psent)|+|psentc ∩NEG(α,β)(psent)|
|POS(α,β)(psent)|+|NEG(α,β)(psent)|

(4)
Coverage rate is the ratio of the number of instances in

positive and negative sentiment classes and the total number
of instances in the dataset, calculated as:

Cov(α,β)(psent) =

|POS(α,β)(psent)|+|NEG(α,β)(psent)|
|U |

(5)

b) Strategies: The set of strategies is S = Sacc × Scov ,
where Sacc and Scov are the strategies taken by player acc
and cov, respectively. In our experiment, the strategy takes
different values of α and β. We set the initial threshold pair
as (1,0), specifically, α = 1 and β = 0. The change of two
values is set to be 0.05 per step. In this GTRS game, we
let player Sacc take the strategy of decreasing α, player Scov

takes the strategy of increasing β. We skip the pairs where α
is less than β, meanwhile α should be no less than 0.5, and
β no more than 0.5. Thus, we have strategies for each player
as follows:

Sacc = {α = 1, α = 0.95, α = 0.90, ..., α = 0.50},
Scov = {β = 0, β = 0.05, β = 0.10, ..., β = 0.50}

(6)

c) Payoff functions: The payoff of players is denoted as
u = (uacc, ucov), where uacc and uacc are the payoff functions
of player acc and cov. Assume a set of strategies has been
decided, in other words, acc and cov both have chosen their
α and β values, respectively. Then the payoffs of two players
are defined as:

uacc(α, β) = Acc(α,β)(psent),

ucov(α, β) = Cov(α,β)(psent),
(7)

where Acc(α,β)(psent) and Cov(α,β)(psent) are calculated in
Equation (4) and Equation (5).

2) Game Implementation: In the game implementation
phase, acc and cov take their strategies, and we calculate the
payoffs under each α and β pair.

3) Result Acquisition: A strategy profile s of player oi is
Pareto efficient if for no strategy profile s′ that [2]:

∀i ∈ {1, ..., n}, oi(s
′) ⩾ oi(s),

and ∃i ∈ {1, ..., n}, oi(s
′) > oi(s)

(8)

The definition of Pareto efficiency in Equation (8) refers to
a situation where there does not exist an alternative feasible
resource allocation (i.e., strategy profile) which can make some

individuals better off (higher payoff) without making someone
else worse off (lower payoff) [21]. Therefore, by applying
Pareto efficiency, we can find an optimal result that both
players’ payoffs are highest possible.

Algorithm 1: Search for the optimal threshold pair
Input : Payoff table T
Output: A row containing the optimal threshold pair

1 set stop criterion P = 0.95;
2 rowi: the i-th row in T ;
3 condition Cn of finding the final rowi:

rowi.accuracy > P and rowi.coverage > P
4 for P from 0.95 to 0 do
5 for the first row to the last row in T do
6 if rowi meets Cn then
7 output rowi;
8 else
9 decrease P by 0.0001;

10 end
11 end
12 end
13 return rowi.threshold pair: value of the attribute

threshold pair in rowi

In order to find the optimal result, we set a common goal
for both players. If they cannot meet it, then we lower it until
both players reach the goal. The game results are recorded in a
payoff table which consists of three attributes: threshold pair,
accuracy and coverage. The procedure of searching for the
optimal result in the payoff table is explained in Algorithm 1.
The condition of stop searching is to find one row whose
accuracy and coverage are both above a stop criterion (i.e.,
the common goal). We set an initial stop criterion as 95%. If
a row meets the stop criterion, then this row is our final result.
If not, we lower the stop criterion value by 0.0001 and iterate
until we get the final result, or the criterion reaches 0%.

IV. EXPERIMENT AND RESULTS

This section discusses the experimental datasets and the
final results of our experiment.

A. Experimental Datasets

We have selected three experimental datasets in different
sizes: Yelp polarity reviews dataset, IMDB movie reviews
dataset, and Amazon product review dataset. All three datasets
are standard datasets that have been widely experimented with
in sentiment analysis research.

Yelp polarity reviews dataset is constructed and used as a
text classification benchmark in [31]. It is initially extracted
from the Yelp Dataset Challenge 2015 data and is currently
available on the https://course.fast.ai/ website. This dataset
consists of 598,000 reviews, where the reviews with stars 1
and 2 are labeled as negative and 3 and 4 as positive.

IMDB movie reviews dataset is firstly introduced in [17],
and publicly available on the website https://ai.stanford.edu/.
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The authors have collected 50,000 movie reviews from the
IMDB website and labeled negative reviews with scores no
more than 4 out of 10; positive for those no less than 7 scores.

Amazon product reviews dataset is constructed and intro-
duced in [5], and accessible on the https://www.cs.jhu.edu/
website. The authors have selected four different product
types: books, DVDs, electronics, and kitchen appliances, each
containing 2,000 reviews. The reviews with more than 3 out of
5 ratings are labeled as positive; those less than 3 are negative.
Our experiment combines the four product datasets into one
larger dataset containing 8,000 reviews in total.

All three datasets are balanced datasets with exact half
instances positive sentiment and half negative. Furthermore,
the IMDB and Amazon datasets are highly polarized. In other
words, the authors have excluded the neutral sentiment data
based on the ratings or scores. However, the ratings or scores
can only reveal a general orientation of a person’s sentiment.
The textual reviews following the ratings or scores can contain
more detailed information regarding their opinions. Therefore,
the proposed model may prove the existence of uncertainty and
ambiguity in ratings-or-scores-based polarized datasets.

Moreover, the reviews in all three datasets are long texts
containing multiple sentences. This allows us to avoid the sit-
uation where only a few words influence a review’s sentiment
polarity. Therefore, extracting more nouns, verbs, adjectives,
and adverbs can capture more relevant information (i.e., sen-
timent polarity).

TABLE IV
A SUMMARY OF THE DATASETS IN THE EXPERIMENT

Dataset Total
Reviews

Positive
Reviews

Negative
Reviews

Average Word per
Review (Cleaned)

Yelp 598,000 299,000 299,000 127.63
IMDB 50,000 25,000 25,000 222.03

Amazon 8,000 4,000 4,000 335.97

A summary of the datasets is shown in TABLE IV, includ-
ing total reviews, positive and negative labeled reviews, as
well as the average word count per review after the texts are
cleaned (the detailed steps are discussed in the text cleaning
subsection of Section III).

B. Game Outcomes

According to the defined strategies of the two players, we
have obtained 121 threshold pairs from each dataset.

The possible threshold pairs and the corresponding payoffs
(accuracy and coverage), are calculated and recorded in payoff
tables. TABLE V shows part of the payoff table of Yelp dataset
as an illustrative example. The payoff tables contain three
columns: (α,β) threshold, accuracy and coverage.

C. Optimal Result Acquisition

After multiple trials of criteria based on Algorithm 1, we
achieve the optimal threshold pairs of each dataset as shown
in TABLE VI. In the Yelp dataset, when we set the criterion
down to 80.77%, then the threshold pair (0.65, 0.40) pops up

TABLE V
PAYOFF TABLE OF YELP DATASET

Threshold (Alpha, Beta) Accuracy Coverage
1 (1.0, 0.0) 1.0000 0.0031
2 (1.0, 0.05) 0.9762 0.0967
3 (1.0, 0.1) 0.9534 0.1651
4 (1.0, 0.15) 0.9371 0.2108
5 (1.0, 0.2) 0.9287 0.2293
... ... ... ...

117 (0.5, 0.3) 0.7939 0.8455
118 (0.5, 0.35) 0.7907 0.8707
119 (0.5, 0.4) 0.7844 0.9061
120 (0.5, 0.45) 0.7743 0.9512
121 (0.5, 0.5) 0.7617 1.0000

TABLE VI
EXPERIMENT RESULT FROM GTRS GAMES IN THREE DATASETS

Dataset Optimal Threshold Accuracy Coverage
Yelp Dataset (0.65, 0.40) 80.77% 81.51%

IMDB Dataset (0.65,0.45) 78.09% 77.86%
Amazon Dataset (0.6,0.35) 79.10% 80.04%

with the highest value pair of accuracy (80.77%) and cover-
age (81.51%). Similarly, in the IMDB dataset, the criterion as
77.85% gives us the optimal result: (0.65, 0.45) as thresholds
with accuracy 78.09% and coverage 77.86%. In the Amazon
dataset, when the criterion is 79.10%, the threshold pair (0.6,
0.35) achieves the balance between accuracy (79.10%) and
coverage (80.04%).

V. ANALYSIS AND COMPARISON

This section interprets the GTRS game results and compares
the prediction performance with several other classification
methods.

A. Result Interpretation

Based on the payoff tables acquired, we plot a line graph
to illustrate the GRTS game results, Fig. 2 shows the result
of Yelp dataset. The green (top) line and blue (bottom) line
represent values of accuracy and coverage, respectively. The
x-axis consists of all threshold pairs, and the y-axis represents
accuracy and coverage values ranging from 0 to 1. The red
(middle and vertical) lines highlight the optimal result, where
the cross point’s coordinate corresponds to the final threshold
pair (x-axis) and the stop criterion for finding the final result
(y-axis), that is, a common goal.

The figure illustrates how the payoffs of two players in the
GTRS game vary under different strategies. As the strategy
(pair of thresholds) changes, the overall trend of accuracy de-
creases while coverage increases. When two payoffs converge,
they achieve a balanced state, and also their highest possible
outcomes.

We may interpret the result of Yelp dataset in TABLE VI as
follows: the highest accuracy achieved without compromising
the data coverage is 80.77%, with 81.51% data to be classified
as either positive or negative. On the other hand, obtaining
a data coverage higher than 81.51% will compromise data
accuracy.
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Fig. 2. Trends of accuracy and coverage rates in GTRS games

B. Comparison With Other Rough Set Models

To evaluate the proposed model’s prediction performance,
we adopt a 10-fold cross-validation method to train and test
the model. In each fold, the dataset is divided 90% as training
subset, and 10% as testing subset. The optimal thresholds are
trained and obtained from each training subset. We then apply
the same thresholds to divide POS, BNG, and NEG regions on
the corresponding testing subsets, labeled as positive, neutral
and negative sentiment, respectively. We average the accuracy
of ten testing subsets as the model’s prediction accuracy.

In GTRS games, two extreme cases in the game are worth
discussion: Pawlak’s rough sets and 0.5-probabilistic rough
sets. The former model has (1,0) as the threshold pair, in
which the classification is based on complete certainty leading
to a 100% accuracy. The 0.5-probabilistic rough sets, on the
contrary, has a threshold pair (0.5,0.5). In other words, only the
equivalence classes with a conditional probability of 0.5 can be
considered neutral. Therefore, this latter model has large data
coverage. The two models are evaluated in the same method
as the proposed model, and the comparison is shown in the
first two rows of TABLE VII.

According to the evaluation results, Pawlak’s rough set
model usually has higher accuracy than the proposed model
but compromises data coverage (as low as 0.36%, 0.52%, and
8.81%). The 0.5-probabilistic rough set model covers close to
100% of the data (100.00%, 98.83%, and 96.86%) but has
less accuracy than the proposed model by 4.64%, 4.74%, and
4.19%. Therefore, we can conclude that the proposed model
outperforms the other two rough set models and balances
accuracy and coverage.

C. Comparison With Four Binary Classification Models

SVM, naı̈ve Bayes, decision tree, and KNN are classifica-
tion models that are widely applied in sentiment classification
tasks [24]. In this experiment, we compare the evaluation
results of these four models with the proposed model. Since
all four models are binary classification, the coverage rates
are 100%, which means all data are classified into either
positive or negative. All three datasets apply the same pre-
processing method and 10-fold cross-validation method as
the proposed model. TABLE VII shows the comparison of
prediction evaluation in detail. Among the four classification
models, the highest accuracy rates in the three datasets are: in

the Yelp dataset, decision tree achieves 76.11%; in the IMDB
dataset, KNN achieves 72.62%; and in the Amazon dataset,
SVM achieves 72.06%. Given that the proposed model has
80.76%, 77.06%, and 74.93% in three datasets, we conclude
that our model outperforms the four classification models.

In summary, from the experimental result of the proposed
model in three datasets, we have shown that the payoffs of
two players are converging as the strategies change and finally
achieve an optimal outcome. Our outcome has established
a balance between accuracy and coverage compared with
other rough set models, such as Pawlak’s rough sets and
0.5-probabilistic rough sets. In comparing accuracy rates with
other classic binary classification models, our proposed model
also achieves better results.

Indeed, there are a few more resources that can be used
to compare with our model. We will dedicate further work to
evaluate other methods to extract words that contain a high
contribution to sentiment scores for the text instances, such as
SenticNet 6 [7].

VI. CONCLUSION

In conclusion, the complexity of texts and the uncertainty
of opinions make sentiment analysis a challenging task. This
paper has proposed a hybrid model using part-of-speech-
based feature extraction and game-theoretic rough sets or
GTRS to conduct sentiment classification on three different
datasets. We extract nouns, verbs, adjectives, and adverbs from
texts, then transform four part-of-speech groups into sentiment
polarity scores using Valence Aware Dictionary for Sentiment
Reasoning or VADER. We have significantly reduced the
dimensionality of texts while preserving the sentiment infor-
mation in the texts. Moreover, with GTRS, we have achieved
highest possible results of accuracy and coverage to deal
with the uncertainty of opinions, even on highly pre-polarized
datasets (i.e., IMDB and Amazon). Comparing with three
datasets’ experiment results, the proposed model achieves
higher coverage than Pawlak’s rough sets by 80.97%, 78.41%,
and 71.88%; and higher accuracy than 0.5-probabilistic rough
sets by 4.64%, 4.74%, and 4.19%. Regarding the accuracy
rates of four binary classification models, including SVM,
naı̈ve Bayes, decision tree, and KNN, the proposed model
also outperforms by 4.65%, 4.44%, and 2.87%. The evaluation
results show that the proposed model is promising to deal with
the complexity and uncertainty in sentiment analysis.
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TABLE VII
EVALUATION RESULTS COMPARISON

Yelp Dataset IMDB Dataset Amazon Dataset
Model Accuracy Coverage Accuracy Coverage Accuracy Coverage

Pawlak’s 98.64% 0.36% 76.95% 0.52% 79.94% 8.81%
0.5-Probabilistic 76.12% 100.00% 72.32% 98.83% 70.74% 96.86%

SVM 73.68% 100.00% 70.42% 100.00% 72.06% 100.00%
Naı̈ve Bayes 74.73% 100.00% 71.80% 100.00% 70.91% 100.00%

Decision Tree 76.11% 100.00% 72.58% 100.00% 71.74% 100.00%
KNN 72.54% 100.00% 72.62% 100.00% 71.83% 100.00%

Proposed Model 80.76% 81.33% 77.06% 78.93% 74.93% 80.69%
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