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Abstract—Text classification techniques and sentiment analysis
can be applied to understand and predict the behavior of users
by exploiting the massive amount of data available on social
networks. In this context, trend analysis tools based on supervised
machine learning are crucial. In this work, a framework for
spatio-temporal trend analysis of Brazilian presidential elections
based on Twitter data is proposed. Experimental results show that
the proposed framework presents good effectiveness in predicting
election results as well as providing tweet author’s geolocation
and tweet timestamp, with an accuracy close to 90% when
the Support Vector Machine (SVM) algortihm is applied for
sentiment classification.

Index Terms—Big Data, Trend Analysis, Supervised Machine
Learning, Support Vector Machine

I. INTRODUCTION

Social networks generate a large amount of data which is

openly and easily available on the Internet [1]. One example of

online social network is the Twitter, whose users can express

opinions with a limited amount of characters in real time. This

information can be exploited by machine learning algorithms

in order to support the trend analysis [2]. To perform such

trend analysis, text classification techniques and sentiment

analysis are crucial [3].

Dictionaries are fundamental for the text classification and

sentiment analysis. Therefore, one challenge is to perform

sentiment analysis in other languages than English. In this

sense, in order to obtain an accurate analysis, it is necessary

to use a native dictionary to perform the classification of texts

in an automated fashion. The text classification is performed

by using supervised machine learning algorithms [4].

In this paper we propose a framework for trend analysis of

Brazilian presidential election based on Twitter data sentiment

analysis. First, an application for crawling and data extracting

from Twitter database is developed. Next, the raw information

is pre-processed in order to standardize tweet texts and clean

the data. Then, sentiment analysis is performed on the data

obtained from the previous step through the applying of

data mining algorithms. Finally, we perform geolocation and

timestamp extracting where information about the geographic

coordinates of the tweet author as well as date and time

are obtained. The proposed framework is validated through

the comparison with the 2014 Brazil presidential election

results extracted from the Superior Electoral Court database.

According to our results, the proposed framework shows good

effectiveness in predicting election results and providing tweet

author’s geolocation and tweet timestamp.

The remainder of this paper is organized as follows. Sec-

tion II presents the related works. Section III describes the

proposed framework for trend analysis of Brazil presidential

election based on Twitter data sentiment analysis. In Section

IV the simulation results are presented and discussed. Finally,

Section V concludes the paper.

II. RELATED WORKS

In [1] the authors applied text-mining techniques to Twitter

data related to the 2012 Korean presidential election. Three

primary techniques were used: topic modeling to track changes

in topical trends, mention-direction-based user network anal-

ysis, and term co-occurrence retrieval for further content

analysis. The results show that Twitter is effective to detect

and trace changes in social issues.

In [5] it is proposed a system which surveys the French

presidential election trends from Twitter discussions through

the analysis of polarity and intensity of opinion. Another

objective of the authors consisted of searching and locating the

content corresponding to the 2012 French presidential election

in posted tweets. The results show the convergence of the

obtained results with the official polling statistics, associated

with the change in popularity of candidates after their election

speeches during the campaign.

In [6], the authors collected a dataset related to 2014 Colom-

bian presidential election tweets and a supervised learning

technique was implemented on a labeled collection of users

in order to distinguish spammer accounts from non-spammer

ones. They developed and applied a sentiment analysis system

aiming to investigate the potential of social media for voting

intention inference. According to the experimental results,

inference methods based on Twitter data are not consistent,

despite obtaining the lowest mean absolute error and correctly

ranking the highest-polling candidates in the first round elec-

tion with the proposed inference method.

In [7] it was used a lexicon and Naïve Bayes machine

learning algorithm to calculate the sentiment of political tweets

collected 100 days before the 2016 US presidential election.

The authors used manually and automatically labeled tweets

based on hashtag content/topic. The results suggested that

Twitter is becoming a more reliable platform in comparison

to previous works.
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In [3] the SVM algorithm combined with the Sentilex

Dictionary classifies sentiments of tweets for political trend

analysis. The work used the dataset of the 2010 Brazilian

presidential elections and the achieved accuracy was 81,37%.

To the best of our knowledge, our work is the first one to

propose a framework for spatio-temporal sentiment analysis

considering a Brazilian Portuguese dictionary. We evaluate the

performance of the sentiment analysis comparing the following

machine learning algorithms: SVM, Naive Bayes, decision

trees and logistic regression.

III. PROPOSED FRAMEWORK FOR SPATIO-TEMPORAL

TREND ANALYSIS BASED ON TWITTER DATA

In this section, we detail our proposed framework for trend

analysis of the Brazilian elections based on Twitter data senti-

ment analysis. As shown in Figure 1, the framework is divided

into functional blocks, which are described in Subsections III-

A to III-D.

Fig. 1. Block diagram of the proposed framework for spatio-temporal trend
analysis of the Brazilian elections based on Twitter data

A. Crawling and Tweet Extracting

The first block of Figure 1 corresponds to the crawling and

tweet extracting. In this block, tweets are extracted from the

Twitter database. Since the new version of the Twitter API

does not allow to extract tweets older than a week, it was

necessary to develop a Web Scrapy application. Besides the

tweet text, addition information is collected from the extracted

tweets including author’s name, date, count of retweets, count

of favourites, ID and link of publication, localization, mentions

and hashtags.

B. Data Pre-Processing

The second block of Figure 1 corresponds to the data pre-

processing. There is no defined writing pattern to be used on

social networks. Consequently it was necessary to perform

data cleaning in order to standardize the sentences. In addition,

all emoticons were removed since we intend to analyze the

lexicon of the Portuguese language. The internal flow of the

data pre-processing block 2 is described in Figure 2.

Fig. 2. Internal flow of the data pre-processing block

We defined six steps to perform the data cleaningWe defined

six steps to perform the data cleaning, as described in 2. The

first block is responsible for removing tweet tags and profile

mentions. Next, the second and third blocks remove web site

links, as well as accents and punctuations, respectively. Then

all Portuguese stop words and unnecessary spaces are removed

in the fourth and fifth blocks, respectively. Finally, the sixth

block converts the tweet text to lower case letters.

Stop words play a very small role in sentiment analysis and

consequently must be removed [8]. They do not contribute

for the sentiment analysis process and only slow the process

down. Moreover, the data must be submitted to a stemming

process in which the words are reduced to their stem, i.e., their

root form [3].

C. Sentiment Classification

The third block of Figure 1 corresponds to the sentiment

classification of the tweets after their pre-processing. Sen-

timent analysis allows us to classify sentences as positive,

negative or neutral [5].

The text classifier must be trained with a training dataset

(Fi, ci), where Fi is the feature vector and ci = {+1,−1} is

the class index corresponding to the i-th tweet. The training

dataset is obtained by applying the traditional text classifica-

tion approach known as Bag-of-Words (BoW) [9]. This model

represents a text as an unordered collection of its words,

disregarding grammar and word order. For text classification,

a weight is assigned to each word according to its frequency

in the document [10].
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The classifier is trained by finding the discriminant function

g(·) such that if g(Fi ≥ t2, then ci = positive, if t1 ≤ g(Fi)

≤ t2, then ci = neutral or if g(Fi) ≤ t1, then ci = negative,

where t1 and t2 are thresholds.

In this work we use the libraries TextBlob [11] and OpLex-

icon [12] combined with Sentilex [13] for processing textual

data. The following state-of-the-art data mining algorithms are

applied for sentiment classification: Support Vector Machine

(SVM), Naïve Bayes (NB), Logistic Regression (LR) and

Decision Trees (DT). Next the application of these techniques

in our framework is described.

1) Support Vector Machine: According to [14], the SVM

algorithm consists of computing, in the training phase, the

maximum margin separation hyperplane in the feature space

which can best separate the different classes. The hyperplane

is completely determined by the unitary vector a normal to

the hyperplane and the bias b corresponding to the perpen-

dicular distance from hyperplane to the origin. Therefore,

the training phase consists in determining a and b such that

g(Fi) = aTFi + b, where aTFi + b = 0 holds for points Fi

that belongs to this maximum margin hyperplane.

The first step of SVM consists of the training phase

where the unitary vector a and the bias b are obtained and

consequently the maximum margin separation hyperplane is

computed. After the training phase, the SVM classifier is

obtained and finally the text data can be classified.

2) Naïve Bayes: The Naïve Bayes approach is the simplest

and most commonly used classifier [15]. The first step of the

Naive Bayes consists of the training phase, where the prior

probabilities of each class P (ci) as well as the likelihood of

different features fi for each class P (fi|ci) are learned. Next,

assuming that all features fi are independent, the NB algorithm

computes the probability P (ci|Fi) that a given feature set Fi

belongs to a particular class label. Finally, ci corresponds to

the greatest probability value obtained in the previous step,

i.e., argmax
ci

(P (ci|Fi)).

3) Logistic Regression: The logistic regression approach is

a generalized linear model that extends the linear regression

model by linking the range of real numbers to the 0-1 range

[16].

Given the feature set Fi, the logistic regression algorithm

computes the probability that the response variable takes

on value 1 from the training dataset. The first step of the

logistic regression consists of the training phase, where the

weight coefficients βi of the logistic response function are

obtained. Next, the probability π(xi) that the response variable

takes on value 1 is computed. Finally, the final classification

is performed. For more detailed information, the reader is

referred to [16].

4) Decision Tree: The decision tree provides a hierarchical

decomposition of the data space in which a condition on the

attribute value is used to divide the data [17]. The division of

the data space is performed recursively until the leaf nodes

contain certain minimum numbers of records which are used

for the purpose of classification [15].

TABLE I
TWEET POLARITY USING TEXTBLOB AND OPLEXICON/SENTILEX

LIBRARIES

Positive Neutral Negative
TextBlob 42.67% 24.01% 33.27%
OpLexicon/Sentilex 25.12% 26.51% 48.35%

TABLE II
SENTIMENTAL ANALYSIS OF A SAMPLE WITH THREE TWEETS

Tweet TextBlob OpLexicon/Sentilex
1 Negative Positive

2 Neutral Neutral

3 Negative Negative

After the root node is created, the algorithm selects the best

way to split the records based on the degree of impurity of

the child nodes. The tree-growing process is finished after a

stopping condition is satisfied and then a class label is assigned

to the leaf node. Finally, the text can be applied on the DT

classifier in order to obtain the classification ci.

D. Data Visualization

The fourth block of Figure 1 corresponds to the data visual-

ization. Note that the tweet author can make their geographic

coordinates available in their personal profile. Therefore, it is

possible to determine the geographic location of the users and

consequently intensify the marketing actions to be taken in

that region.

IV. RESULTS

This section presents the validation of the proposed frame-

work. The framework trends are compared to the 2014 pres-

idential election results extracted from the Brazilian Superior

Electoral court database. We observed only the second round

results of the presidential elections and, therefore, the candi-

dates under analysis were Dilma Rouseff and Aécio Neves,

who obtained, in the first round, the highest amount of votes.

Our dataset has 158,279 tweets which were collected from

the Twitter database considering the period between October

12, 2014 and October 28, 2014 and the elections results were

available at October 26, 2014.

Table I shows the polarity percentages for all extracted

tweets after their pre-processing considering lexicon libraries

[11] [12] [18]. A large difference can be observed between

the results provided by both libraries, especially considering

the positive and negative classifications.

Table II shows an example of the sentiment analysis of

a random sample with three tweets considering the previ-

ous libraries. The sentiment classification presents the same

results for tweets 2 and 3, while tweet 1 was respectively

classified as negative and positive by using TextBlob and

OpLexicon/Sentilex.

First, we tried to use the TextBlob library as the main source

for classification. However, since TextBlob uses a lexicon

dictionary of English words [19], it is necessary to translate to

English all tweets written in other languages and then check
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the phrase polarity. In this process, words may lose their

meaning because the translation process adds errors.

As shown in Table III, by using OpLexicon library, the

best results consisted of 30,322 words (23,433 adjectives

and 6,889 verbs) and were based on Brazilian Portuguese.

It was classified by its morphological category labelled with

polarities positive, negative and neutral.

The Sentilex library is a lexicon of sentiments for Por-

tuguese constituted by 6,321 adjectival lemmas (by conven-

tion, in the singular masculine form) and 25,406 flexed forms.

In this library, the polarity can be positive, negative or neutral.

A. Performance evaluation of the trend analysis

The evaluation of sentiment classification is performed by

using the following metrics: accuracy, precision, recall and F1

score [20]. These indexes are given by:

Accuracy =
TP + TN

TP + TN + FP + FN
, (1)

Precision =
TP

TP + FP
, (2)

Recall =
TP

TP + FN
, (3)

F1 score =
2× Precision× Recall

Precision + Recall
, (4)

where TP, FN, FP and TN are, respectively, the number of

true positive instances, false negative instances, false positive

instances and true negative instances.

Table III shows the performance of SVM, NB, LR and

DT classification algorithms by using two different libraries.

SVM algorithm presented the best results and the lowest

computational cost. Text data are ideally suited for SVM

classification due to the sparse nature of text, in which few

features are irrelevant, but they tend to be correlated with

one another and generally organized into linearly separable

categories [15].

B. N-Fold Cross Validation

In this subsection, we show the N -fold cross-validation

of the framework results. The dataset is partitioned into N
mutually exclusive subsets. One subset is used as validation

data for testing the model, and the remaining N − 1 subsets

are used as training data. Since the dataset has more than

100,000 tweets, the N -fold cross-validation would present

a high computational cost whether a great value of N was

chosen. Consequently, we used N = 5. Table IV illustrates

the results for 5-fold cross validation considering TextBlob

and OpLexicon/Sentilex libraries. Once again, SVM algorithm

presented the best results for all evaluated metrics.

TABLE III
ALGORITHM PERFORMANCE AND RESPECTIVE DICTIONARIES

Metrics Algorithm TextBlob OpLexicon/Sentilex

Accuracy

NB 0.82 0.93

SVM 0.94 0.98

LR 0.70 0.65

DT 0.64 0.85

Precision

NB 0.83 0.92

SVM 0.94 0.98

LR 0.79 0.83

DT 0.69 0.89

Recall

NB 0.79 0.92

SVM 0.93 0.97

LR 0.60 0.58

DT 0.56 0.81

F1 score

NB 0.80 0.92

SVM 0.94 0.98

LR 0.55 0.60

DT 0.55 0.84

TABLE IV
5-FOLD CROSS VALIDATION

Metrics Algorithm TextBlob OpLexicon/Sentilex

Accuracy

NB 0.81 0.92

SVM 0.93 0.98

LR 0.86 0.66

DT 0.64 0.84

Precision

NB 0.82 0.92

SVM 0.92 0.98

LR 0.78 0.83

DT 0.70 0.88

Recall

NB 0.86 0.94

SVM 0.93 0.98

LR 0.90 0.80

DT 0.54 0.81

F1 score

NB 0.79 0.91

SVM 0.92 0.98

LR 0.54 0.58

DT 0.56 0.84
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C. Error Evaluation of the Sentiment Analysis via SVM

Since SVM presented the best results among all data mining

algorithms under analysis, it was applied for the error evalua-

tion of the sentiment analysis. The training dataset consists

of 3000 tweets which were divided into three groups of

1000 tweets each, where each group presents a given polarity

(positive, neutral or negative). As described in the confusion

matrix of Figure 3, our framework correctly classified the

positive, negative and neutral tweets with rates of 99.50%,

86.90% and 70.60%, respectively. In this case we used the

key terms "Aécio" and "Dilma", which refer to the candidate

names Aécio Neves and Dilma Rousseff.

Fig. 3. Confusion matrix for manual classification with SVM considering the
key terms "Dilma" and "Aécio" and 3000 tweets in total

D. Spatio-Temporal Trend Analysis

In the traditional temporal trend analysis, the sentiment

analysis is performed on the total data from different users in

different locations. On the other hand, in a spatial analysis, the

data of each location is separately estimated, which provides

a higher accuracy in our trend analysis.

Figure 4 shows the spatio-temporal trend analysis based on

classified tweets during the vote counting of Dilma Rousseff

and Aécio Neves for all 26 states and the Federal District of

Brazil, considering the period between October 12, 2014 and

October 28, 2014. The candidate with a higher percentage of

positive tweets is assumed to be selected by the location

Figures 5 and 6 illustrates respectively the intensity maps for

the 2014 presidential election results provided by the Superior

Electoral Court and the predictions provided by the proposed

framework. According to those Figures, there are seven states

with wrong trends, namely Acre, Roraima, Amazonas, Amapá,

Tocantins, Piauí and Mato Grosso do Sul. Approximately 6.5

million people voted for the 2014 presidential elections in

those states, while about 99.0 million voted at the remaining

Fig. 4. Temporal analysis based on classified tweets during the vote counting
of Dilma Roussef and Aécio Neves

states and the Federal District. Therefore, the percentage of

error considering a weighted spatial distribution is about 6.5

Fig. 5. Election results provided by the Superior Electoral Court [21]

V. CONCLUSION AND FUTURE WORKS

In this work we propose a framework for spatio-temporal

trend analysis of Brazilian presidential elections based on

Twitter data. According to our results, an accuracy close to

90% is obtained when the SVM algorithm is applied for

sentiment classification.

For future works we expect to include a greater amount

of words in our dictionary in order to increase the framework

reliability. We also intend to analyze more sentiments, use deep

learning to extract additional information as well as use pre-

trained word vectors aiming to obtain a higher performance.
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Fig. 6. Election prediction provided by the proposed framework
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