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Abstract—Aspect Based Sentiment Analysis (ABSA) provides
further insight into the analysis of social media. Understanding
user opinion about different aspects of products, services or
policies can be used for improving and innovating in an effective
way. Thus, it is becoming an increasingly important task in the
Natural Language Processing (NLP) realm. The standard pipeline
of aspect-based sentiment analysis consists of three phases:
aspect category detection, Opinion Target Extraction (OTE) and
sentiment polarity classification. In this article, we propose an
alternative pipeline: OTE, aspect classification, aspect context
detection and sentiment classification. As it can be observed, the
opinionated words are first detected and then are classified into
aspects. In addition, the opinionated fragment of every aspect is
delimited before performing the sentiment analysis. This paper is
focused on the aspect classification and aspect context detection
phases and proposes a twofold contribution. First, we propose
a hybrid model consisting of a word embeddings model used in
conjunction with semantic similarity measures in order to develop
an aspect classifier module. Second, we extend the context detec-
tion algorithm by Mukherjee et al. to improve its performance.
The system has been evaluated using the SemEval2016 datasets.
The evaluation shows through several experiments that the use of
hybrid techniques that aggregate different sources of information
improves the classification performance.

I. INTRODUCTION

An increasing number of users utilizes web sites and social
media to share their experiences and degree of satisfaction
with products, services or places, among others. On-line opin-
ionated reviews are an important source of customer feedback
that companies can use in order to measure satisfaction and
even improve their products and services. Also, user-generated
content in web sites and social networks has experimented
an important growth [1]. This has contributed largely to the
development of the Sentiment Analysis (SA) field. More
concretely, Aspect Based Sentiment Analysis (ABSA) is the
problem of mining opinions from text about specific entities
and their associated aspects [1]. ABSA techniques require a
more granular vision of the opinion mining problem as not
only sentiment polarity is estimated, but also requires the
aspects are identified and analysed. For example, an ABSA
system that is presented with the text “The food was lousy - too

sweet or too salty and the portions tiny.” should express that
both aspects, food and portion, are associated with a negative
polarity.

In this article we present a complete ABSA system that
addresses the different parts of the problem through a modular
architecture, where each piece tackles a single task. The
system consists of four phases. First of all, the aspect detection
module is in charge of detecting the words that are referring
to an opinion. That is, that words (or word) that form an
aspect. Secondly, the aspect classification module classifies
the detected aspect into one of several possible topics in
the domain. Next, the context detection module determines
the aspect context boundary. Finally, the sentiment estimation
module realizes a sentiment analysis of the opinion and its
aspect, yielding the estimated polarity.

The rest of this paper is organized as follows. In Sect. II the
related work to our proposal is summarized. Sect. III presents
the architecture of the system as a whole, briefly describing the
aim of each module. Sect. IV describes our proposal for com-
bining knowledge and corpus sources for aspect classification.
Following, our proposal for context detection is presented in
Sect. V. Sect. VI presents the sentiment estimation module. In
order to evaluate the proposed system, Sect. VII depicts the
experimental results obtained. Finally, conclusions and future
work are presented in Sect. VIII.

II. RELATED WORK

Many approaches aim to detect the global sentiment polarity
of a document or a sentence, but efforts have been made
to analyze the sentiment at the aspect level [2], [3]. In this
context, our work presents a hybrid system that classifies both
the aspect and its opinion. As indicated by [4], aspect based
sentiment analysis has typically two steps: (i) identification
and extraction of the aspects included in an opinion sentence,
and (ii) estimating the sentiment polarity of said aspects. This
work deals with these two problems. In this section, the related
work of both problems is summarized.



A. Aspect Classification

In the context of topic classification, Latent Dirichlet Al-
location (LDA) driven models can be used [4]. LDA is a
generative probabilistic model that considers each document as
a mixture of topics. Added to this, many variations of this topic
modeling method have been presented, such as pLDA [5]. In
similar lines, [6] proposes a multi-grain approach to extract
opinion aspects (MG-LDA), extending the LDA approaches.
The MG-LDA method extracts the opinion aspects and it also
clusters them into topics.

Some additional methods for aspect classification are the
semantic-based approaches. These techniques use the concept
of semantic relatedness to aid in many Natural Language
Processing tasks. Basically, the problem is to determine the re-
lation between concepts or words. That is, it is aimed to create
a way of measuring the distance between the aspect words and
certain topics. In this context, some curate knowledge sources
(lexical databases) can be useful, such as WordNet [7]. Also,
more simple resources have been used, as the network-based
dictionary approach proposed in [8].

B. Sentiment estimation

The dominant approaches on sentiment analysis are driven
by machine learning methods [3], [9]. The most common
approach consists on the Bag of Word (BOW) model, where
each document is transformed into a feature vector that is then
fed to a classification algorithm. Other types of features are
usually used, such as Part of Speech (POS) tagging, which is
a elemental model of syntactic analysis [10]. An statistical
approach for representing documents is known as TF-IDF,
where words are weighted depending on their frequency on
the corpus [11]. Moreover, many sentiment analysis design
involve the use of a sentiment lexicon as source of subjec-
tive information [12]. Nevertheless, lexicon-based approaches
have many drawbacks: the necessity of labeled data that is
reliable and consistent, the expression differences between
domains and the fact that lexicons cannot be automatically
translated for multilingual use [13]. Also, extracting non-
simple features from text and figuring out which ones are
relevant is a fundamental question in the machine learning
driven techniques [14].

Alternatively, deep learning techniques have shown promis-
ing performance in many NLP tasks, including sentiment
analysis [15]. One common use of deep learning is to learn
complex features from the data with minimum external con-
tribution through deep neural networks [16]. Continuous rep-
resentations of words as vectors, also known as word embed-
dings have been used for sentiment analysis [17]. Besides, one
interesting approach is to augment the knowledge contained
in these word embeddings with other sources of information.
This added information can be sentiment specific word vec-
tors [17], or a concatenation of manually crafted features with
word vectors [18]. Another approach that incorporates new
information to the embeddings consists on extract sentiment
features in conjunction with semantic features [19].

In addition to these approaches, ensemble methods can be
used for improving sentiment classifications performance. En-
semble methods combine the predictions of various classifiers
(base classifiers) and apply some function on them in order
to yield a final prediction. Rule based ensemble, such as
majority voting, can be quite effective in the task of sentiment
classification [20]. Besides, extra subjective knowledge can
be added with ensemble techniques, such as POS using a rule
based ensemble model [21]. Also, a meta classifier ensemble
model can be used, as in [20]. Meta learning models are based
on the use of base classifiers predictions as features fed to an
additional classifier that predicts the polarity.

III. SYSTEM OVERVIEW

The proposed system is divided into four modules, each one
addressing a different dimension of the ABSA problem: (i) the
aspect detection module that detects OTE in an opinionated
text; (ii) the aspect classification module that classifies each
detected target into one of several possible classes in the stud-
ied domain; (iii) the context detection module that determines
the limits of the opinion text for the detected aspect; and (iv)
the sentiment analysis module is in charge of computing the
sentiment polarity of the target based on the detected context.

Figure 1 illustrates the data flow of the system and its
main components. The process of Aspect Based Sentiment
Analysis is as follows. Firstly, the text data is analyzed by
the aspect detection module. This module is the one proposed
in [22], composed of several sub-modules called pipes. Each
pipe realizes a specific function and, when combined, they
yield the set of words that represent an aspect in the opinion
text. That is, the combination of these pipes allows us to detect
the aspects. The ixa-pipe-tok tokenizes and segments the text,
ixa-pipe-pos performs POS tagging and lemmanizes, and ixa-
pipe-nerc performs the Opinion Target Extraction (OTE). We
have used the already trained models offered by the tools, as
they are prepared for the restaurant-reviews domain.

The, the detected aspects are passed to the aspect classi-
fication (Sect. IV) and context detection (Sect. V) modules.
Finally, the context detection module requests analyses to the
sentiment estimation (Sect. VI) module.

IV. ASPECT CLASSIFICATION

Aspect Category Detection is a sub-task of ABSA, aiming
to identify every entity E and attribute A pair, towards which
an opinion is expressed in the given text [23]. Specifically,
given an input sentence such as “The food was delicious”,
the aspect category detection extracts the E and A pair (e.g.,
category=FOOD#QUALITY) for the target word “food”. We
have chosen the English restaurants domain of the ABSA of
SemEval2016 [23]. In the restaurant domain, SemEval prede-
fines a set of entity labels (SERVICE, RESTAURANT, FOOD,
DRINKS, AMBIANCE, LOCATION) and a set of attribute
labels (GENERAL, PRICE, QUALITY, STYLE OPTION,
MISCELLANEOUS). The entities and labels compose 12
categories. Our task of aspect category classification consists
in assigning a aspect category to the opinion target words.



Fig. 1. Pipeline of the proposed Aspect-based Sentiment Analysis System
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The baseline of this aspect category classification pro-
vided by SemEval employs a Support Vector Machine (SVM)
with a linear kernel. Specifically, n unigram features are
extracted from the training data, where the category value (e.g.,
FOOD#QUALITY) of the tuple is used as the correct label of
the feature vector [23]. For each test sentence s, a feature
vector is built and the trained SVM is used to predict the cor-
rect category. This unigram feature representation lacks of the
ability to address those feature words that are not encountered
in the training process. As reported in SemEval [23], word
clusters learned from Yelp data are used to expand the features.
However, those similar words of word clusters are added to
feature vectors considering the same weight as the unigram
features appearing in the training data, without concerning the
different semantic distance between words.

With such concerns, we aim at combining knowledge (e.g.
WordNet) and corpus (e.g. Yelp) sources in order to improve
aspect classification. Our main contribution is the hybrid
model that consists of a word embeddings model [24] and
semantic similarity model using WordNet [25]. We propose to
use similarity score as the weight of each vector dimension
so that the semantic similarity between words computed by
word2vec and semantic similarity measures are included for
training. Specifically, we explicitly use the n unigrams as fea-
ture vector, in which the word similarity between target words
and feature words are used to represent each dimension of
feature vector. The idea is to train a semantic predictive model
for each category based on the feature words and similarity
models using SVM. Formally, let F = {f1, f2, . . . , fn} be the
set of feature words, a feature vector is represented as V ∈
[0, 1]

N . For a set of target words T = {w1, . . . , wm}, the value
of a dimension fi is computed from maxwj∈T sim(wj , fi),
where the sim function denotes the word similarity between
two words. The calculation of similarity scores is more compu-
tational intensive than counting the occurrence of words. Since

the target words are in the form of short text (several words),
and the feature vector can be composed by most representative
words (small vector dimensions), the intensive computation
problem can be alleviated using word similarity matrix.

The sim function is implemented by word2vec [24] for
training Yelp data and the semantic similarity measures based
on WordNet [25]. For word2vec, we have obtained a con-
tinuous representation of words, where words that co-occur
frequently are mapped to vectors close in vector space. Based
on the distributional semantics hypothesis, the words co-occur
in a same surrounding context are treated as relevant so
that they have high similarity. Consequently, the sim(wj , fi)
function is implemented as cosine similarity between two word
vectors. Using this word2vec similarity model, a first feature
vector Vword2vec ∈ [0, 1]

N is obtained.
The word2vec model considers the co-occurrence informa-

tion of the same surrounding context, which would make a
wide variety of words to be considered as related. This would
challenge the word2vec model when discriminating words
from different categories that are frequently collocated (e.g.
food and drink). For instance, in restaurant domain, those
target words such as fish and wine would appear in same
surrounding contexts (e.g. “the fish is delicious and the wine
is great”). If a word2vec model is trained from such corpus
simply based on calculating co-occurrences of words, many
words belonging to different categories would have similar
similarity. In order to solve this problem, semantic similarity
methods using WordNet [25] are useful to complement the
word2vec model by including the structural knowledge from
taxonomy. As illustrated in a fragment of WordNet in Fig. 2,
lamb, beef, and seafood are sub-concepts of FOOD category,
while coffee, tea and milk are sub-concepts of DRINKS
category. Although WordNet based similarity model can retain
taxonomical information from WordNet, it can only address
limited words that are contained in WordNet. Combining



Fig. 2. A Fragment of WordNet Concept Taxonomy

word2vec and WordNet similarity models can enable the
aspect classification model to have good ability in addressing
large vocabularies and encoding hierarchical knowledge of
common words from WordNet. In consequence, apart from
Word2Vec, we also consider the semantic similarity methods
using WordNet.

The semantic similarity methods exploit the hierarchical
classification of all words via is-a relation, whose intuition
is that two words are more similar if they are closer to
each other in WordNet taxonomy. There have been many
semantic similarity measures proposed in the literature [7].
To implement the WordNet based sim function, we study
some of the most common ones. The simplest semantic
similarity measure is counting the number of nodes or edges
(shortest path) connecting two words in WordNet taxonomy.
Let path(wi, wj) be the shortest path between wi and wj , the
Path [26] method defines semantic similarity as:

simPath(wi, wj) =
1

1 + path(wi, wj)
(1)

The Leacock-Chod [27] method measures the semantic simi-
larity between words based on their shortest path length using
a non-linear function illustrated in Eq.(2):

simLeacock−Chod(wi, wj) = − log (
length(wi, wj)

2D
) (2)

where D is the maximum depth of the taxonomy. The idea
of using depth information lies in the property of taxonomies
that the upper-level words in a taxonomy are supposed to be
more general. For example in Fig. 2, the word pair lamb and
beef are more similar than the word pair meat and seafood.
The Wu & Palmer method measures the depth of two words in
a taxonomy with the Least Common Subsumer (LCS), which
is the most specific word that is a shared ancestor of the two
words. For example, the LCS of word beef and word octopus
is the word food. Let wlcs be the LCS of words wi and wj , then

the Wu & Palmer [28] method measures semantic similarity
of given words using the following formula:

simWu&Palmer(wi, wj) =
2depth(wlcs)

depth(wi) + depth(wj)
(3)

The above knowledge-based semantic similarity methods con-
sider the structure of a taxonomy which have a common
drawback of uniform distance between words in the taxonomy.
Some other approaches consider the Information Content (IC)
to solve the uniform distance drawback. The IC of a word is
given by the probability of encountering the word in a corpus.
Note that we use Brown Corpus [29] for WordNet to compute
IC. The Resnik [30] method relies on the IC of LCS node of
two words.

simResnik(ci, cj) = ICcorpus(clcs) (4)

The consequent works by Lin [31] and Jiang & Conrad [32]
extend the IC-based method by including the IC of words.

simLin(wi, wj) =
2IC(wlcs)

IC(wi) + IC(wj)
(5)

simJiang&Conrad(wi, wj) =

1

1 + IC(wi) + IC(wj)− 2IC(wlcs)
(6)

The IC-based methods lack of important information of path
and depth. In order to chose the best WordNet based semantic
similarity method for the aspect category classification, we will
experiment with all the semantic similarity described above in
evaluation.

As illustrated in Fig. 1, a list of feature words are extracted
from training data. Apart from the word2vec based feature
vector Vword2vec mentioned previously, another feature vector
Vwordnet ∈ [0, 1]

N is composed by computing the semantic
similarity between target words and feature words using the
WordNet based semantic similarity methods. Consequently, a
2N dimension vector is composed for training and classifying
new sentences by considering both word2vec similarity model
and WordNet similarity model. The evaluation of this module
is presented in Sect. VII-B. The main results show that
combining word embedding and semantic similarity measures
can improve the performance of aspect category classification.

V. ASPECT CONTEXT DETECTION

Aspect Context Detection is the task of detecting the text
fragment in the original text that corresponds to the opinion
about an attribute A of an entity E. For the aspect context de-
tection, we have modified the algorithm proposed by Mukerjee
et al. [33] in order to improve its performance. The original
algorithm is based on computing the distance between words
through dependency parsing. In this way, these distances can
be represented in a graph, allowing the computation of the
aspect context. This context detection technique is based in
the assumption that the more closely associated words come
together to express an opinion regarding a certain aspect. If n
aspects (a1, a2, ..., an) have been detected in an opinion, the



algorithm for extracting the set of words wi that express any
opinion about the target aspect at proceeds as described in
Algorithm 1.

Algorithm 1 Dependency extraction algorithm
1) Initialize n clusters Ci∀i = 1..n
2) Make each ai ∈ A the clusterhead of Ci. The target

aspect at is the clusterhead of Ct. Initially, each cluster
only consists of the clusterhead.

3) Assign each word wj to cluster Ck s.t.
k = arg mini∈nd(wj , ai)

4) Merge any cluster Ci with Ct if d(ai, at) < θ, where θ
is some threshold distance.

5) The set of words wi ∈ Ct expresses the opinion
regarding the target aspect at.

6) If β 6= 0, add to (or remove from) Ct the words wp so
that

if β > 0:
max d(wi, at) < d(wp, at)

d(wp, at) ≤ max d(wi, at) + β

if β < 0:
max d(wi, at) + β ≤ d(wp, at)

d(wp, at) < max d(wi, at)

The original formulation of this algorithm includes a thresh-
old parameter (θ) that controls the association of similar
opinion contexts. Added to this, we have generalized this
algorithm by adding one more parameter (β) that modifies
the behaviour of the algorithm. This generalization intends to
improve the sentiment analysis performance of the system by
expanding or reducing the number of words that are included
in aspect contexts. After the context is detected, this additional
parameter controls the obtained context, adding or removing
context words. Regarding this, we do such attending to the
distances in the computed dependency graph. It consists on the
value obtained after the generation of the dependency graph,
the measure of the distance in it.

This β parameter controls the number of words that are
either added (β > 0) or removed (β < 0) from the aspect
context considering the distances on the dependency graph.
Algorithm 1 shows the modified method with this type of
distance. The associated parameter differs from the original
formulation of the algorithm [33] when its value is not zero.
That is, when β = 0, our proposal is identical to that of the
original.

VI. ASPECT BASED SENTIMENT ANALYSIS

In this module, the detected context (Sec. V) is used for the
sentiment estimation of the aspect. That is, we consider that
the text that is contained in the detected context refers to the
analyzed aspect, and thus that is what the sentiment estimation
modules uses.

The sentiment classification has been addressed with the
use of previously proposed models. These sentiment analysis

models aim to take advantage of different types of features,
assuming that a sentiment classifier can yield a better perfor-
mance in the sentiment analysis task when it is provided with
a higher quantity and variety of information. For this end,
two different combination techniques are used: ensemble of
classifiers and ensemble of features.

On one hand, the ensemble of classifiers combines the
predictions of the classifiers that form the ensemble (base
classifiers). In this way, the augmented information is given
through each classifier’s sentiment prediction. On the other
hand, the ensemble of features combines the word vectors
or features that have been extracted differently. With this,
different sources of information are inserted into a single
classifier.

The features used in this work are: generic word vectors,
representations obtained through a word embeddings algo-
rithm; and surface features, such as sentiment lexicons and
Part-of-Speech tagging. The models we use in this work are
described next.

Generic word vectors model (MG). This model combines
the vectors from each word of the analyzed document, and
aggregates them into a single vector. The aggregation functions
that are used are the average, max and min. The generic word
vectors are obtained using the skip-gram model [24]. Once
the aggregated vectors have been composed, they are fed to a
linear regression algorithm, that yields the sentiment polarity.
Unlike the following models, MG does not combine different
sources of information.

Ensemble of classifiers (CEMSG) model. This model ensem-
bles the predictions of a number of classifiers that have been
trained with both surface features and generic word vectors,
as in the MG model. The ensemble techniques used are two.
First, a fixed rule strategy known as majority voting, where
the polarity class is decided by the voting results of the
base classifier. In case of tie, the positive polarity is selected.
Second, a meta-learning technique, where the predictions of
the base classifiers are used as features for a meta learner that
yields the final sentiment prediction. In this work, the meta
classifier is implemented using the Random Forest algorithm.
The base classifiers of the ensemble are the same as in [34].

Ensemble of features (MSG), en ensemble of features model.
In this model, the attempt to improve the MG proposal is tack-
led by combining the previously used generic word vectors and
a set of surface features. Both types of features are combined
by concatenation, obtaining a enlarged vector. This vector, as
in MG model, is then fed to a linear regression classifier, that
predicts the sentiment polarity. The surface features used in
this work are: Wordnet-Affect lexicon values [35], number
of exclamation and interrogation marks, number of positive,
neutral and negative words, number of words that are in caps
and number of elongated words.

VII. EVALUATION

In order to evaluate the aspect classification, context detec-
tion and sentiment analysis sub-modules, we have performed
several experiments. In these experiments, we aim to evaluate



TABLE I
STATISTICS OF THE USED DATASETS.

Dataset #Positive #Negative
Yelp-extracted 1,492,558 450,540

SemEval16 train 1,696 773
SemEval16 test 609 204

the effectiveness of the proposed system and, also, optimize
some of the described parameters. The metric used is the F-
score.

A. Datasets

For this evaluation, we have extracted a dataset that is
aligned with the restaurant reviews domain from the Yelp
Challenge dataset 1. This dataset provides with a high quantity
of data that can be used for the word embeddings training.
Also, we labeled this dataset using a distant supervision
strategy for the sentiment polarity. That is, we have taken
advantage of the Yelp start-based rating, considering 1 or 2
stars as negative sentiment, and 4 or 5 start as positive polarity.
In this work, we do not consider the role of the neutral polarity.

Also, we have used as development dataset (learning of
hyper-parameters) the SemEval16 training data, and as test
dataset (final validation of the sentiment performance) the
SemEval16 test set. These two datasets, as well as the one
extracted from Yelp, are summarized in Table I.

B. Aspect Category Classification Evaluation

We use the SemEval16 dataset of English Restaurant do-
main dataset. The training dataset consists of 1880 tuples
and the test dataset consists of 650 tuples. We extracted
most common 10 words of each category and composed
into 76 feature words by removing duplicates. The small
feature number is not a problem since the vocabularies are
contained in word2ve and WordNet. Nevertherless, the quality
of feature words should be considered because we use the
word similarity scores as the value of feature vectors. We
use the most frequent words for simplicity in this article. The
word2vec similarity model andWordNet similarity model are
used to compute word similarity between target words and
feature words. We trained the aspect classification model using
the linear kernel of SVM using the sklearn2 package. The
classification metrics accuracy, precision, recall and F-score
are used as the performance metrics to evaluate the different
models.

We have experimented with the classification model in
different settings: simple feature, knowledge-based feature,
dense vector feature and combined features. The experimental
results are shown in Table II. In the simple feature, we use
the simple word list features Vwordlist ∈ {0, 1}N , where the
word list is the 76 feature words. In this setting, we use the
unigram occurrence feature to train a classification module
using SVM, and use this model as baseline. Note that the

1https://www.yelp.com/dataset challenge
2http://scikit-learn.org

TABLE II
ACCURACY, PRECISION, RECALL AND F-MEASURE OF ASPECT

CATEGORY CLASSIFICATION USING DIFFERENT METHODS.

Method Corpus & KB Accuracy Precision Recall F-measure
Simple Feature Word List .745 .72 .74 .71
Knowledge-based
Path. [26] WordNet .78 .77 .78 .75
Leacock-Chod. [27] WordNet .757 .73 .76 .73
Wu & Palmer. [28] WordNet .751 .70 .75 72
Resnik. [30] WordNet .646 .65 .65 .63
Lin. [31] WordNet .774 .73 .77 .74
Jiang & Conrad. [32] WordNet .768 .77 .77 .74
Dense Vectors
Word2Vec. [24] Yelp .818 .79 .82 .78
Combination
Word2Vec + Path WordNet + Yelp .82 .80 .82 .79
Word2Vec + Leacock-Chod WordNet + Yelp .81 .80 .81 .78
Word2Vec + Wu & Palmer WordNet + Yelp .813 .80 .81 .78
Word2Vec + Resnik WordNet + Yelp .814 .80 .81 .78
Word2Vec + Lin WordNet + Yelp .813 .80 .81 .78
Word2Vec + Jiang & Conrad. WordNet + Yelp .82 .80 .82 .79

different learning softwares and settings would inflence the
experimental results so that we implemented a simple baseline
following the description of SemEval. In order to show that the
similarity based feature is more effective than the simple word
occurrence feature, we extended the simple feature model
to the knowledge-based model and dense vector model. In
the knowledge-based setting, we have trained and evaluated
the classification model using the WordNet based similarity
measures respectively. Table II shows that the Path [26]
similarity measure is the best metric for aspect classification,
and the most of similarity measures are more effective than
the baseline except for the Resnik [30] method. In the dense
vector setting, we have used word2vec embedding to learn the
word vectors from Yelp comments data, and trained the aspect
classification model only with the word2vec similarity model.
The experimental result shows that the word2vec similarity
model is more effective than knowledge-based methods and
baseline. By looking at each category, we found that the
knowledge-based features are more effective for food and
drink categories while word2vec performs better in other
categories. Since word2vec feature is trained from a domain
corpus (Yelp comments), it has better coverage in vocabularies
and the categories such as AMBIENCE, LOCATION are more
concerned with relevant features rather than hierarchical fea-
ture. In the combined setting, we use both word2vec similarity
model and WordNet similarity model to train and evaluate in
order to select the best combination between word embedding
and semantic similarity methods. Table II shows that both
Path [26] and Jiang & Conrad [32] are the best in combining
with word2vec, in terms of F measure (.79).

In summary, from the experimental results, we found that
the similarity based features are effective in learning the aspect
classification model. Furthermore, combining the word embed-
ding model and semantic similarity measure is promising in
training aspect classification model, since it has achieved best
performance in our experiments, and it can combine the word
coocurrence information together with hiearchical knowledge
from WordNet.



C. Context detection validation

In these context detection experiments, we have taken as
performance metric the sentiment F-score on the development
set with the MG sentiment classification model. In this way, the
different contexts that vary from the variation of several pa-
rameters are fed to this sentiment model. As for the training of
the sentiment classifier, it is explained further in Sect. VII-D.

The parameter validated in the context detector module is
the β value, that controls the words that added or removed
to the context. As can be seen in Figure 3, the sentiment
performance increases when β > 0. The improvement be-
tween β = 0 (original formulation) and β = 6 (maximum
improvement of our proposal) is of 3.04% of the F-score.

Fig. 3. Variation of the F-score with the β parameter of the context detector.
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D. Sentiment training and validation

Firstly, the skip-gram model has been trained with the Yelp-
extracted dataset, setting the dimension of the resulting vectors
to 400, and a minimum count of 5. As this is unsupervised
training, polarity labels have not been used.

After the training of the word embeddings model, the MG
model requires that a linear regression algorithm is trained. For
this, we used the aggregated vectors for each document of the
Yelp-extracted dataset, and the corresponding distant sentiment
labels. Also, the set of possible aggregation functions on the
MG model has been evaluated on the SemEval16 train data,
obtaining the best performance with the average function a
91.79 % of F-score. The next high performance in this sense
is the combination max+avg, with a 87.94 %.

The ensemble of classifiers model does not need a training
process, as it is composed of already trained classifiers.
Nevertheless, the meta-learning strategy does need training,
as it learns from the predictions of its base classifiers. For this
end, the meta classifier is trained with the development data.

Finally, Table III shows the F-scores for the different
sentiment models in the SemEval16 test dataset. CEMVo

SG is
the ensemble of classifier with the majority voting scheme, and
CEMMeL

SG with the meta learning strategy. The BOW baselines

TABLE III
FSCORES OBTAINED IN THE SEMEVAL16 TEST DATASET.

Model F-Score (binary)
BOW + TF-IDF + SVM 81.29

BOW + SVM 81.78
MG (skipgram) 90.76
MG + TF-IDF 90.67

CEMVo
SG (skipgram + voting) 87.54

CEMMeL
SG (skipgram + meta-learning) 81.75

MSG (skipgram + surface features) 91.00

are tested and compared with the proposed models. It can
be seen that the TF-IDF does not improve the sentiment
performance in these experiments. Also, the best performing
model is the MSG model. The experiment result indicates that
joining generic word vectors and surface features through a
feature ensemble strategy improves the sentiment performance.
Nevertheless, the two classifier ensemble methods do not result
in a classification improvement, but a performance decrease.

To the extent of our knowledge, there is no public disag-
gregation of F-score for the predicted classes on the three
best systems. Nevertheless, we can compare to the proposal
described in [36], that claim their F-score for positive and
negative classes are 88.26 and 76.21%, respectively. Our
systems performs better in relation to the positive class, with
a 91.00%, but it does not perform better on the negative class,
yielding 73.91%. For both systems, the F-score metric for the
neutral class is 0.

VIII. CONCLUSIONS AND FUTURE WORK

This paper presents an Aspect Based Sentiment Analysis
system divided into four modules, each one addressing a single
step of the ABSA problem: aspect detection, aspect classifi-
cation, aspect context detection and sentiment estimation.

For the aspect classification module we proposed a hybrid
approach where both word embeddings and semantic similar-
ity measures are used. The experiments show that the combina-
tion of these two types of features improves the classification
when compared to these same techniques separately.

The aspect context detection module uses a modified de-
pendency parsing tree algorithm whose assumption is that
close words in the dependency tree express an opinion of
the same aspect. A generalization parameter is introduced
into the algorithm and evaluated on the data, finding that
this addition on the detected context methods improves the
sentiment classification performance.

The sentiment estimation module is composed by a hybrid
system that uses a configurable combination of word embed-
dings, traditional sentiment features and an ensemble of clas-
sifiers. The combination of traditional sentiment features (e.g.,
sentiment lexicon values) and skipgram word embeddings is
shown to improve the sentiment performance of the system.

All in all, we have addressed in this paper how the combina-
tion of knowledge and corpus sources can improve both aspect
classification and polarity detection, being complemented by
similarity metrics in aspect classification. Moreover, we have
explored how modifying the scope of the aspect context



affects context detection, and have proposed a generalisation
of Mukherjeer et al. algorithm that can be used for its
optimisation in other datasets.

As future work, we consider that the aspect classification
module performance can be increased if using a domain
adapted semantic knowledge base. In this way, the studied
domain can be better characterized. Regarding the sentiment
estimation, a neural approach can be taken to train specific
word vectors adapted to the domain, instead of using generic
word vectors. Also, we have intentions of expanding these
systems to other domains, such as emotion analysis.
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