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a b s t r a c t

A huge number of videos are posted every day on social media platforms such as Facebook and YouTube.
This makes the Internet an unlimited source of information. In the coming decades, coping with such
information and mining useful knowledge from it will be an increasingly difficult task. In this paper, we
propose a novel methodology for multimodal sentiment analysis, which consists in harvesting
sentiments from Web videos by demonstrating a model that uses audio, visual and textual modalities
as sources of information. We used both feature- and decision-level fusion methods to merge affective
information extracted from multiple modalities. A thorough comparison with existing works in this area
is carried out throughout the paper, which demonstrates the novelty of our approach. Preliminary
comparative experiments with the YouTube dataset show that the proposed multimodal system
achieves an accuracy of nearly 80%, outperforming all state-of-the-art systems by more than 20%.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Subjectivity and sentiment analysis are the automatic identifi-
cation of private states of the human mind (i.e., opinions, emo-
tions, sentiments, behaviors and beliefs). Further, subjectivity
detection focuses on identifying whether data is subjective or
objective. Wherein, sentiment analysis classifies data into positive,
negative and neutral categories and, hence, determines the senti-
ment polarity of the data.

To date, most of the works in sentiment analysis have been
carried out on natural language processing. Available dataset and
resources for sentiment analysis are restricted to text-based
sentiment analysis only. With the advent of social media, people
are now extensively using the social media platform to express
their opinions. People are increasingly making use of videos (e.g.,
YouTube, Vimeo, VideoLectures), images (e.g., Flickr, Picasa, Face-
book) and audios (e.g., podcasts) to air their opinions on social
media platforms. Thus, it is highly crucial to mine opinions and
identify sentiments from the diverse modalities.

So far the field of multimodal sentiment analysis has not
received much attention [1,2], and no prior work has specifically
addressed extraction of features and fusion of information
extracted from different modalities. In this paper, we discuss the

feature extraction process from different modalities as well as the
way we use them to build a novel multimodal sentiment analysis
framework. For experiments, we have used datasets from YouTube
originally developed by [1]. We have employed several supervised
machine-learning-based classifiers for the sentiment classification
task. The best performance has been obtained with the extreme
learning machine (ELM) [3–5], an emerging learning technique
that provides efficient unified solutions to generalized feed-
forward networks including (but not limited to) single-/multi-
hidden-layer neural networks, radial basis function networks, and
kernel learning. ELMs offer significant advantages such as fast
learning speed, ease of implementation, and minimal human
intervention. They thus offer strong potential as a viable alter-
native technique for large-scale computing and machine learning
in many different application fields, including image [6], text [7],
and speech [8] processing, as well as multimodal data analysis [9].

The rest of the paper is organized as follows: Section 2 presents
motivations behind the proposed work; Section 3 covers related
work on emotion and sentiment recognition from different mod-
alities; Section 4 describes the datasets used and proposes an
overview of the experiment; next, Sections 5, 6 and 7 explain how
visual, audio and textual data are processed, respectively; Section
8 illustrates the methodology adopted for fusing different mod-
alities; Section 9 proposes a proof of concept of real-time multi-
modal sentiment analysis avatar; Section 10 presents experimental

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/neucom

Neurocomputing

http://dx.doi.org/10.1016/j.neucom.2015.01.095
0925-2312/& 2015 Elsevier B.V. All rights reserved.

n Corresponding author.

Neurocomputing 174 (2016) 50–59

www.sciencedirect.com/science/journal/09252312
www.elsevier.com/locate/neucom
http://dx.doi.org/10.1016/j.neucom.2015.01.095
http://dx.doi.org/10.1016/j.neucom.2015.01.095
http://dx.doi.org/10.1016/j.neucom.2015.01.095
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2015.01.095&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2015.01.095&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2015.01.095&domain=pdf
http://dx.doi.org/10.1016/j.neucom.2015.01.095


results; finally, Section 11 concludes the paper and outlines
future work.

2. Motivations

Research in this field is rapidly growing and attracting the attention
of both academia and industry alike. This combined with advances in
signal processing and AI has led to the development of advanced
intelligent systems that intend to detect and process affective informa-
tion contained in multimodal sources. The majority of such state-of-
the-art frameworks however, rely on processing a single modality, i.e.,
text, audio, or video. Further, all of these systems are known to exhibit
limitations in terms of meeting robustness, accuracy, and overall
performance requirements, which, in turn, greatly restrict the useful-
ness of such systems in real-world applications.

The aim of multi-sensor data fusion is to increase the accuracy
and reliability of estimates [10]. Many applications, e.g., navigation
tools, have already demonstrated the potential of data fusion. This
depicts the importance and feasibility of developing a multimodal
framework that could cope with all three sensing modalities: text,
audio, and video in human-centric environments. The way
humans communicate and express their emotions and sentiments
can be expressed as multimodal. The textual, audio, and visual
modalities are concurrently and cognitively exploited to enable
effective extraction of the semantic and affective information
conveyed during communication.

With significant increase in the popularity of social media like
Facebook and YouTube, many users tend to upload their opinions
on products in video format. On the contrary, people wanting to
buy the same product, browse through on-line reviews and make
their decisions. Hence, the market is more interested in mining
opinions from video data rather than text data. Video data may
contain more cues to identify sentiments of the opinion holder
relating to the product. Audio data within a video expresses the
tone of the speaker, and visual data conveys the facial expressions,
which in turn help to understand the affective state of the users.
The video data can be a good source for sentiment analysis but
there are major challenges that need to be overcome. For example,
expressiveness of opinions vary from person to person [1]. A
person may express his or her opinions more vocally while others
may express them more visually.

Hence, when a person expresses his opinions with more vocal
modulation, the audio data may contain most of the clues for
opinion mining. However, when a person is communicative thro-
ugh facial expressions, then most of the data required for opinion
mining, would have been found in facial expressions. So, a generic
model needs to be developed which can adapt itself for any user
and can give a consistent result. Our multimodal sentiment
classification model is trained on robust data, and the data
contains the opinions of many users. In this paper, we show that
the ensemble application of feature extraction from different types
of data and modalities enhances the performance of our proposed
multimodal sentiment system.

3. Related work

Sentiment analysis and emotion analysis both represent the
private state of the mind and to-date, there are only two well-
known state-of-the-art methods [1,2] in multimodal sentiment
analysis. In this section, we describe the research done so far in both
sentiment and emotion detection using visual and textual modality.
Both feature extraction and feature fusion are crucial for the devel-
opment of a multimodal sentiment analysis system. Existing research
on multimodal sentiment analysis can be categorized into two broad

categories: those devoted to feature extraction from each individual
modality, and those developing techniques for the fusion of features
coming from different modalities.

3.1. Video: emotion and sentiment analysis from facial expressions

In 1970, Ekman et al. [11] carried out extensive studies on facial
expressions. Their research showed that universal facial expres-
sions provide sufficient clues to detect emotions. They used anger,
sadness, surprise, fear, disgust, and joy as six basic emotion classes.
Such basic affective categories are sufficient to describe most of
the emotions expressed by facial expressions. However, this list
does not include the emotion expressed through facial expression
by a person when he or she shows disrespect to someone; thus, a
seventh basic emotion, contempt, was introduced by Matsumoto
[12]. Ekman et al. [13] developed a facial expression coding system
(FACS) to code facial expressions by deconstructing a facial
expression into a set of action units (AU). AUs are defined via
specific facial muscle movements. An AU consists of three basic
parts: AU number, FACS name, and muscular basis. For example,
for AU number 1, the FACS name is inner brow raiser and it is
explicated via frontalis pars medialis muscle movements. In
consideration to emotions, Friesen and Ekman [14] proposed the
emotional facial action coding system (EFACS). EFACS defines the
sets of AUs that participate in the construction of facial expres-
sions expressing specific emotions.

The Active Appearance Model [15,16] and Optical Flow-based
techniques [17] are common approaches that use FACS to understand
expressed facial expressions. Exploiting AUs as features like k-nearest-
neighbors, Bayesian networks, hidden Markov models (HMM), and
artificial neural networks (ANN) [18] has helped many researchers to
infer emotions from facial expressions. All such systems, however, use
different, manually crafted corpora, which makes it impossible to
perform a comparative evaluation of their performance.

3.2. Audio: emotion and sentiment recognition from speech

Recent studies on speech-based emotion analysis [16,20–23] have
focused on identifying several acoustic features such as fundamental
frequency (pitch), intensity of utterance [19], bandwidth, and duration.
The speaker-dependent approach gives much better results than the
speaker-independent approach, as shown by the excellent results of
Navas et al. [24], where about 98% accuracy was achieved by using the
Gaussian mixture model (GMM) as a classifier, with prosodic, voice
quality as well as Mel frequency cepstral coefficients (MFCC) employed
as speech features. However, the speaker-dependent approach is not
feasible in many applications that deal with a very large number of
possible users (speakers).

To our knowledge, for speaker-independent applications, the
best classification accuracy achieved so far is 81% [25], obtained on

Table 1
Sample of SenticNet data.

Concept Polarity

A lot þ0.258
A lot sex þ0.858
A little þ0.032
Abandon �0.566
Abase �0.153
Abash �0.174
Abashed �0.174
Abashment �0.186
Abhor �0.391
Abhorrence �0.391
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the Berlin Database of Emotional Speech (BDES) [26] using a two-
step classification approach and a unique set of spectral, prosodic,
and voice features, selected with the Sequential Floating Forward
Selection (SFFS) algorithm [27]. As per the analysis of Scherer et al.
[28], the human ability to recognize emotions from speech audio is
about 60%. Their study shows that sadness and anger are detected
more easily from speech, while the recognition of joy and fear is
less reliable. Caridakis et al. [29] obtained 93.30% and 76.67%
accuracy in identifying anger and sadness, respectively, from
speech, using 377 features based on intensity, pitch, Mel frequency
cepstral coefficients (MFCC), Bark spectral bands, voiced segment
characteristics, and pause length.

3.3. Text: emotion and sentiment recognition from textual data

Affective content recognition in text is a rapidly developing
area of natural language processing, which has garnered the
attention of both research communities and industries in recent
years. Sentiment analysis tools have numerous applications. For
example, it helps companies to comprehend customer sentiments
about products and, political parties to understand what voters
feel about party's actions and proposals. Significant studies have
been done to identify positive, negative, or neutral sentiment
associated with words [30,31], multi-words [32], phrases [33],
sentences [34], and documents [35]. The task of automatically
identifying fine grained emotions, such as anger, joy, surprise, fear,
disgust, and sadness, explicitly or implicitly expressed in a text has
been addressed by several researchers [36,37]. So far, approaches
to text-based emotion and sentiment detection rely mainly on
rule-based techniques, bag of words modeling using a large
sentiment or emotion lexicon [38], or statistical approaches that
assume the availability of a large dataset annotated with polarity
or emotion labels [39].

Several supervised and unsupervised classifiers have been built
to recognize emotional content in texts [40]. The SNoW architec-
ture [41] is one of the most useful frameworks for text-based
emotion detection. In the last decade, researchers have been
focusing on sentiment extraction from texts of different genres,
such as news [42], blogs [43], Twitter messages [44], and customer
reviews [45] to name a few. Sentiment extraction from social
media helps to predict the popularity of a product release, results
of election poll, etc. To accomplish this, several knowledge-based
sentiment [42] and emotion [46] lexicons have been developed for
word- and phrase-level sentiment and emotion analysis.

3.4. Studies on multimodal fusion

The ability to perform multimodal fusion is an important
prerequisite to the successful implementation of agent–user inter-
action. One of the primary obstacles to multimodal fusion is the
development and specification of a methodology to integrate
cognitive and affective information from different sources on
different time scales and measurement values. There are two main
fusion strategies: feature-level fusion and decision-level fusion.

Feature-level fusion [47] combines the characteristics extracted
from each input channel in a ‘joint vector’ before any classification
operations are performed. Some variations of such an approach
exist, e.g., Mansoorizadeh et al. [48] proposed asynchronous
feature-level fusion. Modality fusion at feature-level presents the
problem of integrating highly disparate input features, suggesting
that the problem of synchronizing multiple inputs while re-
teaching the modality's classification system is a nontrivial task.

In decision-level fusion, each modality is modeled and classi-
fied independently. The unimodal results are combined at the end
of the process by choosing suitable metrics, such as expert rules
and simple operators including majority votes, sums, products and

statistical weighting. A number of studies favor decision-level
fusion as the preferred method of data fusion because errors from
different classifiers tend to be uncorrelated and the methodology
is feature-independent [49]. Bimodal fusion methods have been
proposed in numerous instances [50,51], but optimal information
fusion configurations remain elusive.

Cambria et al. [2] proposed a novel methodology termed Sentic
Blending to fuse the modalities in order to grasp emotion asso-
ciated with the multimodal content. Unlike other approaches, they
fused facial expressions with natural language text, and also
tracked the sentiment change over time. For the experiment they
used FGNET [52] and MMI [53] datasets. Paleari et al. [54] carried
out both decision- and feature-level fusion. They experimented
with the eNTERFACE dataset and showed that decision-level
fusion outperformed feature-level fusion. Many multimodal meth-
odologies have ad hoc workarounds for the purpose of fusing
information from multiple modalities, but the entire system must
be retrained before new modalities can be included. Also, they are
not adaptive to quality changes in input. Thus, in order to better
adapt to data trends it is preferable not to perform long-term
adjustments.

4. Datasets employed

4.1. YouTube dataset

This is the only available dataset developed by [1]. Forty-seven
videos were collected from the social media web site YouTube.
Videos in the dataset were about different topics (for instance
politics, electronics product reviews, etc.). The videos were found
using the following keywords: opinion, review, product review,
best perfume, toothpaste, war, job, business, cosmetics review,
camera review, baby product review, I hate, I like [1]. The final
video set had 20 female and 27 male speakers randomly selected
from YouTube, with their age ranging approximately from 14 to 60
years. Although they belonged to different ethnic backgrounds
(e.g., Caucasian, African-American, Hispanic, Asian), all speakers
expressed themselves in English.

The videos were converted to mp4 format with a standard size
of 360�480. The length of the videos varied from 2 to 5 min. All
videos were pre-processed to avoid the issues of introductory
titles and multiple topics. Many videos on YouTube contained an
introductory sequence where a title was shown, sometimes
accompanied by a visual animation. To address this issue first
30 s was removed from each video. Morency et al. [1] provided
transcriptions with the videos. Each video was segmented and
each segment was labeled by a sentiment, thanks to [1]. Because of
this annotation scheme of the dataset, textual data was available
for our experiment. We used YouTube dataset in our experiment to
build the multimodal sentiment analysis system as well as to
evaluate the system's performance. Section 10 presents this
process in detail.

4.2. SenticNet

As an a priori polarity lexicon of concepts, we used SenticNet
3.0 [32], a lexical resource that contains 30,000 concepts along
with their polarity scores in the range from –1.0 to þ1.0. SenticNet
3.0 also contains all WordNet Affect (WNA) [36] concepts. The first
10 SenticNet concepts in lexicographic order along with the
corresponding polarities are shown in Table 1.
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4.3. EmoSenticNet

We also used EmoSenticNet [55], an extension of SenticNet
containing about 13,741 common-sense knowledge concepts,
including those concepts that exist in the WNA list, along with
their affective labels in the set anger, joy, disgust, sadness, surprise,
fear. In order to build a suitable knowledge base for emotive
reasoning, we applied the so-called blending technique to Con-
ceptNet and EmoSenticNet. Blending is a technique that performs
inference over multiple sources of data simultaneously, taking
advantage of the overlap between them.

It linearly combines two sparse matrices into a single matrix,
in which the information between two initial sources is shared.
Before performing blending, we represent EmoSenticNet as a
directed graph similar to ConceptNet. For example, the concept
birthday party was assigned an emotion joy. We considered these
as two nodes, and added the assertion HasProperty on the edge
directed from the node birthday party to the node joy. Next, we
converted the graphs to sparse matrices in order to blend them.
After blending the two matrices, we performed Truncated Sin-
gular Value Decomposition (TSVD) on the resulting matrix to
discard the components that represented relatively small varia-
tions in the data. Only 100 significant components of the blended
matrix were retained in order to produce a good approximation
of the original matrix. The number 100 was selected empirically:
the original matrix was found to be best approximated using 100
components.

4.4. Overview of the experiment

First, we present an empirical method used for extracting the
key features from visual and textual data for sentiment analysis.
Then, we describe a fusion method employed to fuse the extracted
features for automatically identifying the overall sentiment
expressed by a video:

� In YouTube dataset each video was segmented into several
parts. According to the frame rate of the video, we first
converted each video segment into images. Then, for each
video segment we extracted the facial features from all images
and took the average to compute the final feature vector.
Similarly, the audio and textual features were also extracted
from each segment of the audio signal and text transcription of
the video clip, respectively.

� Next, we fused the audio, visual and textual feature vectors to
form a final feature vector which contained the information of
both audio, visual and textual data. Later, a supervised classifier
was employed on the fused feature vector to identify the
overall polarity of each segment of the video clip. On the other
hand, we also carried out an experiment on decision-level
fusion, which took the sentiment classification result from
3 individual modalities as inputs and produced the final
sentiment label as an output.

5. Extracting features from visual data

Humans are known to express emotions in a number of ways,
including, to a large extent, through the face. Facial expressions
play a significant role in the identification of emotions in a
multimodal stream. A facial expression analyzer automatically
identifies emotional clues associated with facial expressions, and
classifies facial expressions in order to define sentiment cate-
gories and to discriminate between them. We use positive,
negative and neutral as sentiment classes in the classification
problem. In the annotations provided with the YouTube dataset,

each video was segmented into some parts and each of the sub
segments was of few seconds duration. Every segment was
annotated as either 1, 0, or �1 denoting positive, neutral or
negative sentiment.

Using a MATLAB code, we converted all videos in the dataset to
image frames. Subsequently, we extracted facial features from
each image frame. To extract facial characteristic points (FCPs)
from the images, we used the facial recognition software Luxand
FSDK 1.7. From each image, we extracted 66 FCPs; see examples in
Table 2. The FCPs were used to construct facial features, which are
defined as distances between FCPs; see examples in Table 3.

GAVAM [56] was also used to extract facial expression features
from the face. Table 4 shows the extracted features from facial
images. In our experiment we used the features extracted by FSDK
1.7 along with the features extracted using GAVAM. If a segment of
a video has n number of images, then we extracted features from
each image and take average of those feature values in order to
compute the final facial expression feature vector for a segment.
We used an ELM classifier to build the sentiment analysis model
from the facial expressions. 10-fold cross validation was carried
out on the dataset producing 68.60% accuracy.

Table 2
Some relevant facial characteristic points (out of the 66 facial characteristic points
detected by Luxand).

Features Description

0 Left eye
1 Right eye
24 Left eye inner corner
23 Left eye outer corner
38 Left eye lower line
35 Left eye upper line
29 Left eye left iris corner
30 Left eye right iris corner
25 Right eye inner corner
26 Right eye outer corner
41 Right eye lower line
40 Right eye upper line
33 Right eye left iris corner
34 Right eye right iris corner
13 Left eyebrow inner corner
16 Left eyebrow middle
12 Left eyebrow outer corner
14 Right eyebrow inner corner
17 Right eyebrow middle
54 Mouth top
55 Mouth bottom

Table 3
Some important facial features used for the experiment.

Features

Distance between right eye and left eye
Distance between the inner and the outer corner of the left eye
Distance between the upper and the lower line of the left eye
Distance between the left iris corner and the right iris corner of the left eye
Distance between the inner and the outer corner of the right eye
Distance between the upper and the lower line of the right eye
Distance between the left iris corner and the right iris corner of the right eye
Distance between the left eyebrow inner and the outer corner
Distance between the right eyebrow inner and the outer corner
Distance between top of the mouth and bottom of the mouth
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6. Extracting features from audio data

We automatically extracted audio features from each annotated
segment of the videos. Audio features were also extracted using a
30 Hz frame-rate and a sliding window of 100 ms. To compute the
features, we used the open source software OpenEAR [57].

Specifically, this toolkit automatically extracts pitch and voice
intensity. Z-standardization was used to perform voice normal-
ization. The voice intensity was thresholded to identify samples
with and without voice. Using openEAR we extracted 6373
features. These features includes several statistical measures, e.g.,
max and min values, standard deviation, and variance, of some key
feature groups. Some of the useful key features extracted by
openEAR are described below:

� Mel frequency cepstral coefficients: MFCC were calculated based
on the short time Fourier transform (STFT). First, log-amplitude
of the magnitude spectrum was taken, followed by grouping
and smoothing the fast Fourier transform (FFT) bins according
to the perceptually motivated Mel-frequency scaling. The
Jaudio tool provided the first five of 13 coefficients, which
were found to produce the best classification result.

� Spectral centroid: Spectral Centroid is the center of gravity of the
magnitude spectrum of the STFT. Here, Mi½n� denotes the
magnitude of the Fourier transform at frequency bin n and
frame i. The centroid is used to measure the spectral shape. A
higher value of the centroid indicates brighter textures with
greater frequency. The spectral centroid is calculated as follows:

Ci ¼
Pn

i ¼ 0 nMi½n�Pn
i ¼ 0 Mi½n�

� Spectral flux: Spectral flux is defined as the squared difference
between the normalized magnitudes of successive windows:
Fi ¼

Pn
n ¼ 1 ðNt ½n��Nt�1½n�Þ2 where Nt ½n� and Nt� �1½n� are the

normalized magnitudes of the Fourier transform at the current
frame t and the previous frame t�1, respectively. The spectral
flux represents the amount of local spectral change.

� Beat histogram: It is a histogram showing the relative strength
of different rhythmic periodicities in a signal, and is calculated
as the auto-correlation of the RMS.

� Beat sum: This feature is measured as the sum of all entries in
the beat histogram. It is a very good measure of the importance
of regular beats in a signal.

� Strongest beat: It is defined as the strongest beat in a signal, in
beats per minute and is found by finding the strongest bin in
the beat histogram.

� Pause duration: Pause direction is the percentage of time the
speaker is silent in the audio segment.

� Pitch: This is computed using the standard deviation of the
pitch level for a spoken segment.

� Voice quality: Harmonics to noise ratio in the audio signal.
� PLP: The Perceptual Linear Predictive Coefficients of the audio

segment were calculated using the openEAR toolkit.

7. Sentiment analysis of textual data

Identifying sentiments in text is a challenging task, mainly
because of the ambiguity of words in text, complexity of meaning,
and the interplay of various factors such as irony, politeness,
writing style, as well as the variability of language from person
to person and from culture to culture. In this work, we followed
the sentic computing paradigm [58], which considers text as
expressing both semantics and sentics, i.e., denotative and con-
notative information commonly associated with real-world
objects, actions, events, and people. As we conducted concept-
level sentiment analysis, concept extraction from text was the
fundamental step of the experiment. Below, we first describe the
concept extraction algorithm from text [59], followed by a descrip-
tion of feature extraction methods based on the extracted concepts
for concept-level sentiment analysis.

7.1. Subject noun rule

Trigger: when the active token was found to be the syntactic
subject of a verb.

Behavior: if a word h was in a subject noun relationship with a
word t then the concept t�h was extracted.

Example: in (1), movie was in a subject relation with boring.

(1) The movie is boring.

Here the concept (boring-movie) was extracted.

7.2. Joint subject noun and adjective complement rule

Trigger: when the active token was found to be the syntactic
subject of a verb and the verb was in an adjective
complement relation with an adverb.

Behavior: if a word h was in a subject noun relationship with a
word t, and the word t was in an adjective complement
relationship with a word w, then the concept w�h was
extracted.

Example: in (2), flower was in a subject relation with smells and
smells was in an adjective complement relationship with
bad.

(2) The flower smells bad.

Here the concept (bad-flower) was extracted.

Table 4
Features extracted using GAVAM from the facial features.

Features

The time of occurrence of the particular frame in milliseconds
The displacement of the face w.r.t. X-axis. It is measured by the displacement of the normal to the frontal view of the face in the X-direction
The displacement of the face w.r.t. Y-axis
The displacement of the face w.r.t. Z-axis
The angular displacement of the face w.r.t. X-axis. It is measured by the angular displacement of the normal to the frontal view of the face with the X-axis
The angular displacement of the face w.r.t. Y-axis
The angular displacement of the face w.r.t. Z-axis
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7.3. Direct nominal objects

This complex rule dealt with direct nominal objects of a verb.

Trigger: when the active token was head verb of a direct object
dependency relation.

Behavior: if a word h was in a direct nominal object relationship
with a word t, then the concept h�t was extracted.

Example: in (3) the system extracted the concept (see, movie).

(3) Paul saw the movie in 3D.

(see,in,3D) was not treated at this stage since it will later be
treated using the standard rule for prepositional attachment.

7.4. Adjective and clausal complements Rules

These rules dealt with verbs which had as complements, either
an adjective or a closed clause (i.e., a clause, usually finite, with its
own subject).

Trigger: when the active token was head verb of one of the
complement relations.

Behavior: if a word h was in a direct nominal object relationship
with a word t, then the concept h�t was extracted.

Example: in (4), smells was the head of a clausal complement
dependency relation with bad as the dependent.

(4) This meal smells bad.

In this example, the concept (smell,bad) was extracted.

7.5. Negation

Negation is also a crucial component of natural language text
which usually flips the meaning of a sentence. This rule was used
to identify whether a word was negated.

Trigger: when in text, a word was negated.
Behavior: if a word h was negation by a negation marker t, then the

concept t�h was extracted.
Example: in (5), like was the head of the negation dependency

relation with not as the dependent. Here, like was
negated by the negation marker not.

(5) I do not like the movie.

According to the rule described above, the concept (not, like)

was extracted.

7.6. Open clausal complements

Open clausal complements are clausal complements of a verb
that do not have their own subject, meaning they (usually) share
their subjects with that of the matrix clause. The corresponding
rule was complex in the same way as the one for direct objects.

Trigger: when the active token was the head of the relation.
Behavior: as for the case of direct objects, the algorithm tried to

determine the structure of the dependent of the head
verb. Here the dependent was itself a verb, therefore,
the system tried to establish whether the dependent
verb had a direct object or a clausal complement of its
own. In a nutshell, the system was dealing with three

elements: the head verb(h), the dependent verb(d), and
the (optional) complement of the dependent verb (t).
Once these elements had all been identified, the con-
cept (h,d,t) was extracted.

Example: in (6), like was the head of the open clausal complements
dependency relation with praise as the dependent. The
complement of the dependent verb praise was movie.

(6) Paul likes to praise good movies.

So, in this example, the concept (like,praise,movie) was
extracted.

7.7. Modifiers

7.7.1. Adjectival, adverbial and participial modification
The rules for items modified by adjectives, adverbs or parti-

ciples, all share the same format.

Trigger: these rules were activated when the active token was
modified by an adjective, an adverb or a participle.

Behavior: if a word w was modified by a word t then the concept
(t,w) was extracted.

Example: in (7) the concept bad, loser was extracted.

(7) Paul is a bad loser.

7.7.2. Prepositional phrases
Although prepositional phrases do not always act as modifiers,

we introduced them in this section as the distinction does not
affect their treatment.

Trigger: the rule was activated when the active token was
recognized as typing a prepositional dependency rela-
tion. In this case, the head of the relation was the
element to which the PP attached, and the dependent
was the head of the phrase embedded in the PP.

Behavior: instead of looking for the complex concept formed by the
head and dependent of the relation, the system used the
preposition to build a ternary concept.

Example: in (8), the parser yields a dependency relation typed
prep_with between the verb hit and the noun hammer
(¼the head of the phrase embedded in the PP).

(8) Bob hit Marie with a hammer.

Therefore, the system extracted the complex concept (hit,

with, hammer).

7.7.3. Adverbial clause modifier
This kind of dependency concerned full clauses that act as

modifiers of a verb. Standard examples involved temporal clauses
and conditional structures.

Trigger: the rule was activated when the active token was a verb
modified by an adverbial clause. The dependent was the
head of the modifying clause.

Behavior: if a word t was an adverbial clause modifier of a word w,
then the concept (t�w) was extracted.

Example: in (9), the complex concept (play,slow)was extracted.

(9) The machine slows down when the best games are playing.
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7.7.4. Noun compound modifier

Trigger: the rule was activated when it finds a noun composed of
several nouns. A noun compound modifier of an NP was
any noun that served to modify the head noun.

Behavior: if a noun-word w was modified by another noun-word t
then the complex concept (t�h) was extracted.

Example: in (10), the complex concept (birthday,party) was
extracted.

(10) Erik threw the birthday party for his girlfriend.

8. Fusion

This section discusses the feature-level fusion method for using
information from textual, audio and visual modalities.

8.1. Feature-level fusion

Multimodal fusion is the heart of any multimodal sentiment
analysis engine. As discussed in Section 3, there are two main
fusion techniques: feature-level fusion and decision-level fusion.
We implemented feature-level fusion by concatenating the feature
vectors of all three modalities, to form a single long feature vector.
This trivial method had the advantage of relative simplicity, yet
was shown to produce significantly high accuracy. We concate-
nated the feature vector of each modality into a single feature
vector stream. This feature vector was then used for classifying
each video segment into sentiment classes. To estimate the
accuracy, we used 10-fold cross validation.

8.2. Decision-level fusion

In decision-level fusion, we obtained feature vectors from the
above-mentioned methods but instead of concatenating the fea-
ture vectors as in feature-level fusion, we used a separate classifier
for each modality. The output of each classifier was treated as a
classification score. In particular, we obtained a probability score
for each sentiment class, from each classifier. In our case, as there
are 3 sentiment classes, we obtained 3 probability scores from
each modality. We then calculated the final label of the classifica-
tion using a rule-based approach given below:

l0 ¼ argmaxiðq1sai þq2s
v
i þq3s

t
i Þ; i¼ 1;2;3;…;C

where q1; q2 and q3 represent weights for the three modalities.
We adopted an equal-weighted scheme, so in our case
q1 ¼ q2 ¼ q3 ¼ 0:33. C is the number of sentiment classes, and

sai ; s
v
i and si

t denote the scores from audio, visual and textual
modality, respectively.

9. Proof of concept

We developed a real-time multimodal sentiment analysis
avatar based on the methods described above. The avatar allows
a user to express his or her opinions in front of a camera. Later, it
splits the video into several parts where each segment is empiri-
cally set to 5 s duration. The same methodology as described in
Sections 5–8 was adopted to extract the sentiment from each
segment. Fig. 1 shows a visualization of the avatar. A transcriber
was used to obtain the text transcription of the audio.

Fig. 2 shows that our real-time multimodal sentiment analysis
avatar analyzed a video and successfully detected its sentiment
over time. The video related to a mobile and was collected from
YouTube. Fig. 2 shows the sentiment of the first 11.5 s of the video
detected by the avatar. In the initial 2 s, the reviewer expressed a
positive sentiment about the product, followed by a negative
sentiment from 2 to 4.4 s. This was followed by a positive review
of the product expressed during the interval 4.4–8 s, and no
sentiment expressed during the period 8–9.5 s. Finally, the
reviewer expressed a positive sentiment about the product from
9.5 s till the end of the video.

10. Experimental results

In this section, we discuss the experimental results on the
YouTube dataset and compare results using the approach pro-
posed by [1]. Several supervised classifiers, namely Naïve Bayes,
SVM, ELM, and Neural Networks, were employed on the fused
feature vector to obtain the sentiment of each video segment.
However, the best accuracy was obtained using the ELM classifier.

Fig. 1. Multimodal sentiment analysis avatar.

Fig. 2. Real-time multimodal sentiment analysis of a YouTube product review video.
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Results for feature-level fusion are shown in Table 5, fromwhich it
can be seen that our method outperforms [1] by 16.00% in terms of
accuracy.

Table 6 shows the experimental results of decision-level fusion.
Tables 5 and 6 show the experimental results obtained when only
audio and text, visual and text, audio and visual modalities were
used for the experiment. It is clear from these tables that the
accuracy improves dramatically when audio, visual and textual
modalities are used together. Finally, Table 5 also shows experi-
mental results obtained when either the visual or text modality
only, was used in the experiment.

10.1. Feature analysis

We also analyzed the importance of each feature used in the
classification task. The best accuracy was obtained when all
features were used together. However, GAVAM features were
found to be superior in comparison to the features extracted by
Luxand FSDK 1.7. Using only GAVAM features, we obtained an
accuracy of 57.80% for the visual features-based sentiment analysis
task. However, for the same task, 55.64% accuracy was obtained
when we only used the features extracted by Luxand FSDK 1.7.

For the audio-based sentiment analysis task, MFCC and Spectral
Centroid were found to produce a lower impact on the overall
accuracy of the sentiment analysis system. However, exclusion of
those features led to a degradation of accuracy for the audio-based
sentiment analysis task. We also experimentally evaluated the role
of certain audio features like time domain zero crossing, root mean
square, compactness, but did not obtain a higher accuracy using any
of them.

In the case of text-based sentiment analysis, we found that
concept-gram features play a major role compared to SenticNet-
based features. In particular, SenticNet-based features mainly
helped detect associated sentiments in text in an unsupervised
way. Note that our aim is to develop a multimodal sentiment
analysis system where sentiment will be extracted from text in an
unsupervised way using SenticNet as a knowledge base.

10.2. Performance comparison of different classifiers

On the same training and test sets, we ran the classification
experiment using SVM, ANN and ELM. ELM outperformed ANN by
12% in terms of accuracy (see Table 7). However, we observed only

a small difference in accuracy between the ELM and SVM
classifiers.

In terms of training time, the ELM outperformed SVM and ANN
by a huge margin (Table 7). As our eventual goal is to develop a
real-time multimodal sentiment analysis engine, so we preferred
the ELM as a classifier which provided the best performance in
terms of both accuracy and training time.

11. Conclusion and future work

We have presented a multimodal sentiment analysis frame-
work, which includes sets of relevant features for text and visual
data, as well as a simple technique for fusing the features extracted
from different modalities. In particular, our textual sentiment
analysis module has been enriched by sentic-computing-based
features, which have offered significant improvement in the
performance of our textual sentiment analysis system. Visual
features also play a key role to outperform the state-of-the-art.

As discussed in the literature, gaze- and smile-based facial
expression features are usually found to be very useful for
sentiment classification. Our future research will aim to incorpo-
rate gaze and smile features, for facial-expression-based sentiment
classification, in addition to focusing on the use of audio modality
for the multimodal sentiment analysis task. Furthermore, we will
explore the possibility of developing a culture- and language-
independent multimodal sentiment classification framework.
Finally, we will strive to improve the decision-level fusion process
using a cognitively-inspired fusion engine. Subsequently, we will
work on reducing the time complexities of our developed meth-
ods, in order to get closer to the ambitious goal of developing a
real-time system for multimodal sentiment analysis. Hence,
another aspect of our future work will be to effectively analyze
and appropriately address the system's time complexity require-
ments in order to create an efficient and reliable multimodal
sentiment analysis engine.
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