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Abstract
Metaphors are figurative expressions frequently appearing daily. Given its significance in
downstream natural language processing tasks such as machine translation and sentiment
analysis, computational metaphor processing has led to an upsurge in the community. The
progress ofArtificial Intelligence has incentivized several technological tools and frameworks
in this domain. This article aims to comprehensively summarize and categorize previous com-
putational metaphor processing approaches regardingmetaphor identification, interpretation,
generation, and application. Though studies onmetaphor identification havemade significant
progress,metaphor understanding, conceptualmetaphor processing, andmetaphor generation
still need in-depth analysis. We hope to identify future directions for prospective researchers
based on comparing the strengths and weaknesses of the previous works.

Keywords Metaphor identification · Metaphor interpretation ·Metaphor generation ·
Conceptual metaphor processing ·Metaphor processing application

1 Introduction

Metaphors are widely used figurative expressions in people’s daily discourse. We may
use metaphors much more frequently than we think. According to statistical corpus anal-
ysis (Steen et al. 2010b), metaphors appear in about a third of sentences in typical corpora.
Experiments on machine translation by Mao et al. (2018) and sentiment analysis by Socher
et al. (2013) showed that metaphors usually caused misunderstandings in those systems.
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Thus, metaphor processing is significant for natural language processing (NLP) downstream
tasks.

Metaphors allow us to understand complex concepts, deliver abstract affective states,
create diverse expressions, and frame human cognition. For example, love is an affection
that emerges in human relationships. Metaphors give love more concrete meanings. Love is a
flame1, as it evokes a sense of passion. Love is a roller-coaster ride, offering the highest and
lowest emotions during its period. Love is a magnet, which describes how two individuals
are attracted to one another. These metaphors shape our understanding of love.

Metaphors frequently emerge in text, images, films, and music (Indurkhya 2013). Our
survey only focuses on metaphors in text because linguistic researchers have laid a solid
theoretical foundation for computational metaphor processing. Furthermore, vast amounts
of textual data are readily accessible for people to collect and annotate for empirical studies.
Finally, the theoretical findings about textual metaphors can facilitate metaphor processing
in other modalities, such as metaphor processing from images (Fu et al. 2020; Zhang et al.
2021b). This survey does not discuss studies about visual metaphors due to our emphasis on
natural language processing.

Metaphor studies on linguistics, psychology, and cognitive science (Turbayne 1964; Bick-
erton 1969; Billow 1975) started earlier than those in computational processes. Lakoff and
Johnson (1980) proposed ConceptualMetaphor Theory (CMT) to explainmetaphors as prop-
erty transformations between two domains, usually from a more concrete domain (source
domain) to a more abstract one (target domain). The mappings categorize metaphors and
shape the way we think. Wilks (1975) presented that using metaphors involved deviating
from the expected word choices based on selectional preferences. This can be reflected
through word co-occurrence in current computational methods. Pragglejaz (2007) put for-
ward Metaphor Identification Procedure (MIP) to annotate a large corpus in a standardized
manner, focusing on the semantic contrast between the basic and contextual meaning of a
unit. A considerable number of studies (Mason 2004; Choi et al. 2021;Qin andZhao 2021;Ge
et al. 2022) in computational metaphor processing benefited from the theories above. Mean-
while, studies from linguistics, psychology, and cognitive science (Prabhakaran et al. 2021;
Han et al. 2022) also achieved exciting findings with the help of computational metaphor
processing.

This survey introduces several sub-tasks of computational metaphor processing: metaphor
identification, metaphor interpretation, conceptual metaphor processing, metaphor genera-
tion, and application. Metaphor identification aims to identify metaphoricity in a given text
by different semantic units, e.g., words, phrases, and sentences. The objective of metaphor
interpretation is to find literal expressions that deliver similar meanings to metaphors. Con-
ceptual metaphor processing endeavors to identify and understand metaphors by generating
and analyzing underlying source and target concepts. Metaphor generation aims to generate
metaphors based on different syntactic patterns of metaphors. Metaphor applications employ
computational metaphor processing models for other NLP downstream tasks. In the earlier
stage, modeling ability was largely limited. Hence, metaphor identification datasets tend to
deal with word pairs. Researchers used traditional machine learning methods to capture the
semantic representation of metaphors, such as logic rules and clustering (Krishnakumaran
and Zhu 2007). By 2018, word embedding models had developed considerably, attracting the
attention of researchers. They focused on metaphors in sentences with specific syntactic pat-
terns, such as verbs (Mao et al. 2018). In recent years, with the development of deep learning
and the increase in computational ability, researchers have paid much attention to metaphors

1 Italics are metaphors.
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with more complex syntactic patterns (Steen et al. 2010a). Metaphor identification datasets
with more diverse expressions of metaphors have become increasingly popular. Datasets for
other sub-tasks are different due to various task formats. Metaphor interpretation datasets
focus on providing explanations or literal expressions for metaphors. Conceptual metaphor
processing datasets facilitate the presentation of the source and target concepts. Metaphor
generation datasets include metaphors and their corresponding literal expressions in parallel.

To the best of our knowledge, themost recent survey papers about computationalmetaphor
processing were from the studies of Rai and Chakraverty (2020) and Tong et al. (2021). Com-
paredwith their studies, our survey is distinctive in the following aspects: Rai andChakraverty
(2020) surveyed metaphor processing systems before 2019. However, with the pre-trained
language models (PLM) upsurging in the NLP community, numerous PLM-based metaphor
processing studies (Su et al. 2020a; Lin et al. 2021; Choi et al. 2021) were not included
in their survey. More importantly, end-to-end metaphor processing techniques have made
significant progress in the past years, greatly enhancing the usefulness of metaphor process-
ing techniques in downstream applications and interdisciplinary research. For example, Mao
et al. (2022a) proposed an end-to-end metaphor processing model (MetaPro) on all open-
class words. The latest version (Mao et al. 2023) includes the functions such as metaphor
identification, interpretation, and concept mapping. MetaPro enables a metaphor processing
system to be conveniently applied in downstream tasks, e.g., sentiment analysis (Mao et al.
2022a) and depression detection (Han et al. 2022) in a data pre-processing fashion. Apart
from metaphor identification, linguistic and conceptual metaphor interpretation, researchers
have developed several studies on metaphor generation (Yu and Wan 2019; Chakrabarty
et al. 2021; Stowe et al. 2021b) and application (Zheng et al. 2019; Cabot et al. 2020; Zhang
et al. 2021a). However, Tong et al. (2021) did not cover academic progress in these aspects.
Furthermore, compared with the work of Tong et al. (2021), our survey includes summaries
of the tasks above with more explicit structures and more systematic comparisons in diverse
dimensions.

The contribution of this survey is summarized below:

(1) We review and summarize the most recent works on computational metaphor processing
with fine-grained technological trends and systematic comparison.

(2) We are the first to comprehensively review the current development of metaphor genera-
tion and application tasks, analyzing the main challenges, task definitions, and available
solutions.

(3) We connect necessary theoretical research with advanced empirical studies and propose
possible future directions.

In this survey, we focus on the latest algorithmic studies published in 2020-2022, notable
and influential ones before 2020 , and studies with linguistic intuition. We do not explicitly
discriminate metaphor from other figurative languages, such as metonymy, simile, sarcasm,
pun, personification, and idiom, given that their boundaries are not clear-cut. The disagree-
ment on this topic has yet to be solved (Burbules et al. 1989; Barcelona et al. 2000; Sam and
Catrinel 2006). Moreover, frequently used corpus annotation guidelines (Lakoff 1994; Birke
and Sarkar 2006; Pragglejaz 2007; Mohammad et al. 2016; Gutierrez et al. 2016) and recent
metaphor processing studies (Martin 1990; Mason 2004; Tsvetkov et al. 2014; Shutova et al.
2016; Rei et al. 2017; Mao et al. 2018; Ge et al. 2022) similarly did not impose strict exclu-
sion criteria on other figurative languages as well. Lastly, sarcasm detection, idiom detection,
and pun detection are generally considered independent tasks (Hazarika et al. 2018; Li and
Sporleder 2009; Ren et al. 2021). Distinguishing these figurative languages in our survey
will lead to a massive extension of these tasks, which may not meet our research scope.
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Thus, we follow the research scope commonly defined by previous computational metaphor
processing methods and datasets, regarding “metaphor” as a general concept in this survey.

In the following sections, we first review theoretical research aboutmetaphors (see Sect. 2)
and available datasets for computational metaphor processing (see Sect. 3). Next, we ana-
lyze and summarize recent advanced studies of several sub-tasks by technical trends in the
respective sections. Linguistic metaphor processing (see Sect. 4) studies metaphor identi-
fication (see Sect. 4.1) and interpretation (see Sect. 4.2) from the perspective of linguistic
surface realization (Shutova 2015). Conceptual metaphor processing (see Sect. 5) focuses
on generating or selecting concept mappings to elaborate metaphors. Metaphor generation
(see Sect. 6) concentrates on creating metaphors from literal ones. Metaphor application (see
Sect. 7) is to use metaphor processing techniques to support downstream tasks. Finally, we
summarize future works in Sect. 8 and conclude this survey in Sect. 9.

2 Theoretical research

Metaphors in this survey are figurative expressions containing one or several words that pro-
duce semantic contrast between the basic and contextual meanings (Pragglejaz 2007). The
contextual meaning is obtained under the whole contextual background, culture, sentiment,
etc. The basic meaning is thought to be more concrete, body-related, and occurring ear-
lier (Pragglejaz 2007). This definition is from a classical linguistic view (see Sect. 2.3), while
another widespread theory, CMT (Lakoff and Johnson 1980), explored metaphors with cog-
nitive concepts (see Sect. 2.1). Linguistic metaphors extend the manifestations of conceptual
metaphors, while conceptual metaphors build the cognitive frame of linguistic metaphors,
demonstrating the mutually complementary nature.

2.1 Conceptual metaphor theory

Lakoff and Johnson (1980) proposedCMT to explainmetaphors from a cognitive perspective,
abstracting linguistic metaphors with cross-domain concept mappings. They believed that
instead of being a simple linguistic phenomenon, a metaphor revealed a distinct cognitive
process. Based on the property or relation of concept mappings, metaphors produce more
creativity and novelty in language understanding and expressions. CMT shows significant
impacts on studies not limited to linguistics (Brinton and Brinton 2010; Barsalou 2019),
psychological (Osbeck et al. 2010; Tileagă 2013), and computational (Mason 2004; Gagliano
et al. 2016; Ge et al. 2022) fields.

(2.1) She attacked his argument.

In Example 2.1, the concept mapping in this metaphor is argument is war. This example
transfers the aggression of war intoargument. Similarmetaphors that fall into this category
include:

(2.2) I have never won an argument with her.

(2.3) He shot down all of my arguments.

(2.4) Your claims are indefensible.

The above examples view argument aswar, so the person could have won an argument as
they can win in a war, shot down arguments as they can shoot down enemies in a war, and
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become indefensible. Lakoff and Johnson (1980) pointed out that these war-related concepts
sometimes emerge unconsciously in argument-related sentences. They demonstrated that
people conceptually understand metaphors first before they generate linguistic metaphors in
language. In this process, the transferred properties are not only aggression but also cooper-
ation and strategy.

CMT categorizes metaphors into concept mappings between source and target domains.
Lakoff and Johnson (1980) gave a general definition of source and target domains:

“In a metaphor, there are two domains: the target domain, which is constituted by the
immediate subject matter, and the source domain, in which important metaphorical
reasoning takes place and that provides the source concepts used in that reasoning.”

In Example 2.1, argument is the target domain, commonly more abstract.war is the source
domain, commonly more concrete. Moreover, Lakoff (1994) instantiated other source and
target domains in common metaphors.

(2.5) life is a journey
Mary just sails through life.

(2.6) opportunities are objects
Seize the opportunity.

(2.7) difficulties are containers
We are in this thing together.

CMT proposed to use concept mappings to represent the cognition pattern of metaphors.
However, the source and target concept representations were based on the personal judgment
of the concept proposer while lacking a scientific definition. Appropriate concept representa-
tions and the abstraction level of concepts have yet to be discussed and standardized in CMT.
In Example 2.1, the concept mapping argument is battle is also acceptable. This could
cause one towonder if war or battlemight bemore representative of the intendedmeaning.
In line with this, confliction could also substitute these concepts. However, confliction
might not be an appropriate concept to transfer the properties of war, e.g., cooperation,
strategy, and aggression, compared to whenwar is used in concept mapping. This highlights
the difficulty of using computational methods to model the concept mappings.

2.2 Selectional preference violation

Wilks (1975, 1978) developed a theory from a semantic perspective, termed Selectional
Preference Violation (SPV), to explain and analyze metaphors. The author proposed that
metaphors occurred when the selectional preferences of their context were broken. In other
words, it indicates that metaphors contain word pair associations that fail to follow the fre-
quent usage of some words. SPV is also applied in other NLP tasks such as word sense
disambiguation (Gallant 1991; Agirre and Stevenson 2007), named entity recognition (Rati-
nov and Roth 2009), pronoun resolution (Bergsma et al. 2008), and textual inference (Ritter
et al. 2010).

(2.8) My car drinks gasoline.

(2.9) My dog drinks water.

“drink” usually matches with an animal subject and a drinkable_liquid object, such
as “dog” and “water” in Example 2.9. However, in Example 2.8, “car” does not belong to
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the class of animal, and “gasoline” does not belong to the class of drinkable_liquid.
This causes the violation of selectional preference and yields a metaphor about “drink”. The
word “drink” does not belong to the selectional preference of “car” or “gasoline”. Hence,
SPV is bidirectional between the target word “drink” and the context, “car” and “gasoline”.
Researchers (Mao et al. 2019; Choi et al. 2021; Su et al. 2021b) inspired by SPV usually
compared the target word and the context information in model design.

SPV might not be proficient in detecting all types of metaphors, specifically conventional
metaphors. “Conventional metaphors are metaphors that structure the ordinary conceptual
system of our culture, which is reflected in our everyday language” (Lakoff and Johnson
1980).Novelmetaphors are “not alreadypart of the conceptual systemof culture as reflected in
its language and are capable of giving us a new understanding of our experience” (Lakoff and
Johnson 1980). The public haswidely accepted conventionalmetaphors,which exhibit almost
equal frequency as literal expressions. These metaphorical meanings can be included in
dictionaries as basicmeanings (Sweetser 1990). In these cases, SPVmay deliver weak signals
in detecting conventional metaphors because conventional metaphors and their context may
have achieved their selectional preference over time. In corpus-based and data-driven studies,
one of the most common manifestations of SPV is the frequency of word co-occurrences.
The frequency of conventional metaphors in a corpus can be larger than that of corresponding
literal phrases. For example,

(2.10) She spends her time in reading novels.

The word collocations of <spend, object, time> occur the most frequently in the British
National Corpus2, surpassing many literal collocations such as <spend, object, money>.

Additionally, SPV can confuse metaphors with wrong collocations. For instance, “My car
reads gasoline.” “read” violates the selectional preference of “car” and “gasoline”. However,
this sentence is considered meaningless in language understanding and analysis. It can thus
be considered as a wrong collocation. Thus, SPV may need to correct mistakes with wrong
collocations.

2.3 Metaphor identification procedure

Pragglejaz (2007) presented the Metaphor Identification Procedure (MIP) to standardize the
metaphor annotation process and combat the subjectivity issue in extensive corpus annotation.
Steen et al. (2010a) putMIP into practice and proposed the annotationmethod fromMetaphor
Identification Procedure Vrije Universiteit (MIPVU). They annotated the largest token-level
metaphor identification dataset, VU Amsterdam Metaphor Corpus (VUA). MIP resides in
its role in providing a practical guideline that contributes to understanding what a metaphor
is. Relative computational metaphor processing studies also proved the effectiveness of the
mechanism of MIP in guiding model design (Song et al. 2021; Lin et al. 2021; Ottolina et al.
2021; Qin and Zhao 2021). MIP takes the following steps (Pragglejaz 2007):

(1) Read the entire text-discourse to establish a general understanding of the meaning.
(2) Determine the lexical units in the text-discourse.
(3) (a) For each lexical unit in the text, establish its meaning in context, that is, how

it applies to an entity, relation, or attribute in the situation evoked by the
text (contextual meaning). Take into account what comes before and after the
lexical unit.

2 http://www.natcorp.ox.ac.uk/.
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(b) For each lexical unit, determine if it has a more basic contemporary meaning
in other contexts than the one in the given context. For our purposes, basic
meanings tend to be
(i) More concrete; what they evoke is easier to imagine, see, hear, feel, smell,

and taste.
(ii) Related to bodily action.
(iii) More precise (as opposed to vague)
(iv) Historically older.
Basic meanings are not necessarily the most frequent meanings of the lexical
unit.

(c) If the lexical unit has amore basic current-contemporarymeaning in other con-
texts than the given context, decide whether the contextual meaning contrasts
with the basic meaning but can be understood in comparison with it.

(4) If yes, mark the lexical unit as metaphorical.

(2.11) Fear clogged his mind.

Here, we refer to Example 2.11 to demonstrate how to conductMIP. In Step 1, we understand
the general meaning of the sentence, “He was quite scared.” In Step 2, the lexical units
in this sentence are “fear/clog/his/mind”. In Step 3, we compare the contextual meaning
and basic meaning of each lexical unit. We look up the basic meaning for each unit from
Macmillan English Dictionary for Advanced Learners (Rundell and Fox 2002), which was
the recommended dictionary for MIP.

fear : The contextual meaning is a scared emotion from the male figure. According to the
dictionary, the basic meaning is a feeling of a person when he is frightened. The contextual
and basic meanings are similar, so “fear” is literal.

clog : The contextual meaning is that the fear is so unbearable that his mind fails to work
as usual. In this situation, “fear” is compared to an object, and the mind is compared to a pipe
or passage that something can go through. The word “clogged” concretes abstract words,
namely “fear” and “mind”, intomore concrete concepts. On the other hand, the basicmeaning
of “clog” is to block a pipe or passage. The contextual and basic meanings are different. Thus,
“clog” is metaphorical.

his : The contextual meaning is that the emotion of fear is from a male figure. According
to the dictionary, the basic meaning is defined to show that something belongs to a male
figure who has been mentioned before. The contextual and basic meanings are similar, so
“his” is literal.

mind : The contextual meaning is where fear or other feelings exist. The basic meaning
is “the part of a person that thinks, knows, remembers, and feels things” in the dictionary.
The contextual and basic meanings are similar, so “mind” is literal.

In general, “clogged” in this sentence is metaphorical, while others are literal. The iden-
tification process is analyzed at the token level and conducted in a pipeline style. It can be
done step by step, and discussion can happen at each step where disagreements exist. To
some degree, MIP is in line with SPV. Comparing basic and contextual meanings is similar
to analyzing the violation of selectional preference between a metaphor and its context. Both
MIP and SPV have explained metaphors from linguistic aspects. Furthermore, MIP is more
practical for metaphor annotation than CMT because it can address the annotation process
without requiring concepts and concept mappings.
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(2.12) I see your points. We can discuss them later.

(2.13) However I say ultimately, because being and staying focused on one subject means
always to discard other subjects. (Klebanov et al. 2018)

However, the limitations of MIP also exist. The boundary between basic and contextual
meanings sometimes needs to be clarified. For a word with multiple meanings, it is particu-
larly challenging to distinguish which one is the basic meaning. For example, “see” has two
ordinary senses in English Oxford Dictionary: “perceive with the eyes; discern visually” and
“discern or deduce after reflection or from information; understand.” It has yet to be agreed
uponwhether the latter is one of the basicmeanings (Sweetser 1990) (see Example 2.12). This
leads to high subjectivity when determining the basic and contextual meanings. Thus, the
subjectivity of annotators can influence the metaphor annotation results. The metaphoricity
annotation of discard in Example 2.13 similarly reflected this issue. According to its dictio-
nary meaning, “to get rid of something that you no longer want or need”, the annotation label
depends on whether “subjects” refer to concrete objects with visible shapes or abstract terms
related to the non-physical world in annotators’ thoughts. Shutova and Teufel (2010) made
annotations by MIP procedures. The average of inter-annotator agreement among the three
annotators is 0.64. The low score proves the ambiguity of metaphor annotations for humans.

3 Datasets

3.1 Metaphor identification datasets

Birke and Sarkar (2006) developed a dataset, TroFi, containing 50 target verbs whose
metaphoricity would be identified in this dataset. They collected 3737 sentences from
Wall Street Journal Corpus. The dataset was annotated by an unsupervised word sense
disambiguation-based clustering algorithm and evaluated by two authors. Metaphors arose
43.5% of the annotated sentences.

Steen et al. (2010b) annotated the metaphoricity of each token in sentences, forming the
largest all-word annotatedmetaphor corpus, VUAmsterdamMetaphor Corpus (VUA3), with
the guidance ofMIP. The sentenceswere collected fromBritishNationalCorpus (BNC) (Con-
sortium 2007) in four genres: news, academic, fiction, and conversation. The corpus contains
10,567 sentences, of which 11.6% have metaphors. The corpus also labeled metaphor types:
indirect metaphors, direct metaphors, implicit metaphors, and borderline metaphors. Indirect
metaphors (see Example 3.1), the largest group in this corpus, show the contrast between the
contextual and basic meanings. Direct metaphors (see Example 3.2) compare the expression
directly via language use. An implicit metaphor (see Example 3.3) refers to an underlying
connection in the discourse, which indicates a metaphorical concept. Borderline metaphors
(see Example 3.4) refer to unconfident annotations due to ambiguous context or disagreement
among annotators. Examples 3.1–3.4 are from Steen et al. (2010b):

(3.1) Professional religious education teachers likeMarjorieBClark (Points ofView, today)
are doing valuable work in many secondary schools ...

(3.2) ... he’s like a ferret.

(3.3) Naturally, to embark on such as step is not necessarily to succeed in realizing it.

3 http://www.vismet.org/metcor/documentation/home.html.
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(3.4) But by the time I had turned off the road from Bellingham at Kielder village and
driven up the bumpy Forest Drive to East Kielder Farm ...

Tsvetkov et al. (2014) released an adjective-noun word pair dataset (TSV4). The training
set was collected from public resources by two annotators. Additional annotators examined
the sentences, abandoning duplicates, weak metaphors, and metaphorical phrases. The sen-
tences in the test set were searched in TenTenWeb corpus5, containing words frequently
associated with the 1000 most commonly used adjectives. The training set contains 884
metaphorical and 884 literal sentences, whereas the test set contains 100 metaphorical and
100 literal sentences.

Mohammad et al. (2016) developed a dataset (MOH-X6) by selecting verbs with three
to ten senses and their corresponding instantiated sentences from WordNet. Each label was
annotated by ten annotators from the crowd-sourcing platform CrowdFlower7. At least 70%
of annotators reached a consensus on the labeled data. The dataset has 1639 (1230 literal
expressions and 409 metaphors) sentences and 440 target verbs.

Shutova et al. (2016) extracted verb-object and verb-subject word pairs from the sentences
in MOH-X, eliminating those that were pronominal or clausal. The dataset (MOH) contains
647 verb-noun pairs, 316 metaphorical and 331 literal.

Gutierrez et al. (2016) developed a dataset (GUT8) focusing on 23 adjectives with both
metaphorical and literalmeanings.The selected8592wordpairs (3991 literal, 4601metaphor-
ical) occurred more than ten times in their corpora (2011 dump of English Wikipedia, the
UKWaC (Baroni et al. 2009), BNC (Consortium 2007), and the English Gigaword cor-
pus (Graff and Cieri 2003)).

Klebanov et al. (2018) collected 240 essays from the ETS Corpus of Non-Native Written
English9 and developed a metaphor dataset (TOEFL10). An English instructor and the lead
author of this paper did the annotation. At least one annotator agreed upon an annotated
metaphor in the dataset. The training set contains 180 essays and 2,741 sentences. The test
set contains 60 essays and 968 sentences.

Zayed et al. (2019) presented a crowd-sourcing approach for building a metaphor identifi-
cation dataset and released one (ZayTw) sourced from Twitter on general and political topics.
They applied a weakly supervised classifier (Zayed et al. 2018) on the source data and filtered
data with criteria such as verb balance, sense coverage, and size before crowd-sourcing.

Given the recent multimodal and multi-task learning trend, Zhang et al. (2021b) provided
a multimodal dataset from social media and advertisements. In addition to a metaphor label,
each data record contains an image, source and target concepts, sentiment, and author intent
labels. The authors followed Tasić and Stamenković (2015) and divided data records into
three categories. They are text dominant, image dominant, and complementary, indicating
whether text or image expresses metaphoricity. This dataset can be used for conceptual
metaphor processing, metaphor identification, sentiment analysis, and intent prediction.

4 https://github.com/ytsvetko/metaphor.
5 http://trac.sketchengine.co.uk/wiki/Corpora/enTenTen.
6 http://saifmohammad.com/WebPages/metaphor.html.
7 www.crowdflower.com.
8 http://bit.ly/1TQ5czN.
9 https://catalog.ldc.upenn.edu/LDC2014T06.
10 https://github.com/EducationalTestingService/metaphor.
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Xu et al. (2022) released a public meme dataset, MET-Meme11, for meme studies in
cooperation with metaphorical information. Following Tasić and Stamenković (2015), the
authors also categorized data records into text dominant, image dominant, and complemen-
tary. NLP postgraduate students and research assistants were responsible for metaphoricity
annotations, source and target concepts. A professional crowd-sourcing company completed
the annotations for sentiment, offensive, and intention labels. The inter-annotator agreement
formetaphor annotationwas not provided. The image data were fromTwitter, Google,MEM-
OTION (Sharma et al. 2020), Weibo, and Baidu images. The textual data were obtained by
OCR API (Sivakumar et al. 2018). The paper provided baseline results of four sub-tasks:
metaphor detection, sentiment analysis, intention detection, and offensiveness detection.

3.2 Metaphor interpretation datasets

Bizzoni and Lappin (2018) annotated a dataset12 for paraphrasing metaphors. There are 200
sets of sentences, each containing a metaphorical sentence and four literal sentences: a strong
paraphrase, a loose paraphrase, and two non-paraphrases of the metaphorical sentence. The
dataset was manually developed with a relatively small size.

Zayed et al. (2020b) categorized metaphors into three types (lexical substitution, para-
phrase generation, and definition generation) and released a dataset for verb metaphor
definition generation. The author believed that when a new language learner found a verbal
metaphor hard to interpret, the learner might look up a dictionary to understand the meanings
of the verb. The definitions of verbal metaphors were sourced from idiomatic or metaphor-
ical senses in a dictionary. The Amazon Mechanical Turk (AMT) annotators were asked to
choose the most appropriate definition from three candidates or provide one themselves.

Liu et al. (2022) presented a task inspired by the Winograd schema (Levesque et al.
2012) to explore the power of language models in metaphor interpretation. The task was to
make language models to choose or generate implications for two metaphorical sentences
with opposite meanings. They built a corresponding interpretation dataset, termed Fig-QA13.
Fig-QA contains 10,256 rare or creative metaphors, where workers on AMT generated the
interpretations.

3.3 Concept mapping datasets

Lakoff (1994) first attempted to create a comprehensive knowledge base for source and target
concept mappings, termed Master Metaphor List (MML). It includes 791 nested concept
mappingswith correspondingmetaphorical examples.MMLremains a draft status that cannot
be utilized conveniently in the study. Some researchers criticized it for the unclear structure
of concept mappings (Lönneker-Rodman 2008), confused taxonomies, and non-exclusive
concept classes (Shutova and Teufel 2010).

Shutova and Teufel (2010) proposed a procedure for concept mapping annotations. They
extracted a subset from BNC and provided source and target concept lists for three native
English speakers. The annotators had a linguistic background. However, the process of anno-
tations remained challenging in determining the abstraction level.

11 https://github.com/liaolianfoka/MET-Meme-A-Multi-modal-Meme-Dataset-Rich-in-Metaphors.
12 https://github.com/yuri-bizzoni/Metaphor-Paraphrase.
13 https://github.com/nightingal3/Fig-QA.
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Aiming at enterprise-level development and evaluation of metaphor identification,Mohler
et al. (2016) released a large-scale word pair metaphor dataset in four languages (English,
Spanish, Russian, and Farsi). The annotation contained metaphoricity rates on a 4-point scale
(clear, conventionalized, weak metaphor, and literal), source and target concept domains,
affect polarity, and intensity rates. The multi-lingual data were sourced from ClueWeb09
corpus14 and Debate Politics Online Forum15 for English, Spanish Gigaword Corpus (Con-
sortium 2011) for Mexican Spanish, RuWac Corpus16 for Russian, and Hamshahri Corpus17

of Iranian newswire texts for Farsi. This dataset (LCC18) contains over 40,000 data points
for each language.

3.4 Metaphor generation datasets

Chakrabarty et al. (2021) created a large-scale parallel corpus (MGen19) formetaphor genera-
tion training.They extractedmetaphorical sentences fromGutenbergPoetryCorpus20 (Jacobs
2018) by aBERT-based classifier trainedwithVUA.Amasked languagemodelwas employed
to generate literal counterpart candidates. They utilized COMET (Bosselut et al. 2019) to
ensure that the semantic meanings of metaphorical and literal parts were similar.

Li et al. (2022) publicly released a Chinese nominal metaphor dataset for generation and
identification tasks. The 6,257 data points from children’s literature, Chinese literature, and
translated literature were annotated by three native Chinese annotators with a 0.84 agreement
rate. Each data point indicates a sentence, source and target concepts, and a comparator.

3.5 Summary

Table 1 shows the Parts of Speech (PoS) of metaphors in the datasets above. The “All”
column contains close-class words besides open-class (e.g., verb, adjective, adverb, noun)
words. Verbal metaphor is the most prevalent metaphor class in these datasets. This partly
influences the choice of PoS when building models. Noun and adjective metaphors are also
included in multiple datasets. Few datasets annotated adverbial metaphors because they are
less common than other PoS. Additionally, annotating metaphors for multi-word expressions
(MWE) and all PoS is unusual in the community. However, this is important because MWE
is a common linguistic phenomenon in figurative expressions, possibly appearing in idioms,
similes, and personifications.

Table 2 shows the data format for each dataset. Sentence-level means the label denotes
the metaphoricity of a complete sentence. Relation-level means the label is for a dependent
word pair. Token-level means the label indicates themetaphoricity of a word in a sequence. In
our context, concept mapping denotes the source and target concepts directly extracted from
a sentence without abstraction. Concept domains denote abstracted concept categories for
source and target domains (see details in Sect. 2.1).Most datasets are releasedwith sentences,
reflecting the importance of contextual information. The data format largely depends on the

14 http://www.lemurproject.org/clueweb09.php/.
15 http://www.debatepolitics.com/.
16 http://corpus.leeds.ac.uk/tools/ru/ruwac-parsed.out.xz.
17 http://ece.ut.ac.ir/dbrg/hamshahri/.
18 http://www.languagecomputer.com/metaphor-data.html.
19 https://github.com/tuhinjubcse/MetaphorGenNAACL2021.
20 https://github.com/aparrish/gutenberg-poetry-corpus.
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Table 1 Metaphor datasets by author and part-of-speech

Task Paper Verb Noun Adjective Adverb MWE All

Id. Birke and Sarkar (2006) �
Steen et al. (2010b) �
Tsvetkov et al. (2014) �
Gutierrez et al. (2016) �
Mohammad et al. (2016) �
Shutova et al. (2016) �
Klebanov et al. (2018) �
Zayed et al. (2019) � �
Zhang et al. (2021b) � �
Xu et al. (2022) � � �

INTPN Bizzoni and Lappin (2018) � � � �
Zayed et al. (2020b) �
Liu et al. (2022) �

CMP Lakoff (1994) � � �
Shutova and Teufel (2010) �
Mohler et al. (2016) � � � � �

Gen. Chakrabarty et al. (2021) �
Li et al. (2022) �

MWE multi-word expression, Id metaphor identification, INTPN metaphor interpretation, CMP conceptual
metaphor processing, Gen. metaphor generation

task. For the identification task, token-level annotations are the most common label format.
Zhang et al. (2021b), Xu et al. (2022) delivered a multimodal dataset. Thus, they additionally
included image and conceptmodalities to show themetaphoricity of the images and text in the
datasets. The data formats in the interpretation task aremore diverse than other tasks since the
community has yet to reach a consensus on the task format. Researchers have tried multiple
formats to perform this task. All the conceptual metaphor datasets contain concept domains,
which are the crux of conceptual metaphor processing. A few researchers (Mohler et al. 2016;
Zhang et al. 2021b; Xu et al. 2022) have noticed the connections between metaphors and
sentiments, including sentiment, intent, and affection labels.

Table 3 shows the sources and genres of the datasets, where the features distribute sparsely.
Non-domain-specific data sources, such as BNC and Wikipedia, are relatively popular. This
demonstrates that domain-specific datasets are not preferred in the community because
metaphors are likely to appear in different text types. Social media, such as Twitter, is another
popular data source because its language is comparatively more colloquial and figurative.
Metaphor generation datasets tend to source data from literature and poetry because these
genres contain richer metaphors in a document.

Table 4 provides the basic information about dataset acquisition, languages, and size.
Most of them are publicly available online or obtainable by contacting authors. At present,
most datasets focus on English metaphors. There are relatively few datasets in other lan-
guages (Tsvetkov et al. 2014; Mohler et al. 2016; Xu et al. 2022). Cultural differences lead
to different metaphors in different languages. Therefore, multi-lingual annotated datasets
are of great significance for metaphor research. However, these studies did not mention the
differences between monolingual, bilingual, and multi-lingual dataset annotation.
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Table 5 shows the annotation information of different datasets. Most annotation work was
finished by in-house students, research assistants, and crowd-sourcing platforms, such as
CrowdFlower and AMT. About half of the datasets were annotated by 2-5 annotators. The
datasets from Steen et al. (2010b) and Bizzoni and Lappin (2018) achieved relatively high
annotation agreement.

Most published datasets showed metaphor annotation in a binary format (metaphor-
ical/literal). Steen et al. (2010a); Mohler et al. (2016) annotated metaphors on a more
fine-grained scale. Steen et al. (2010b) additionally annotated indirect, direct, implicit, and
borderline metaphors. Mohler et al. (2016) supplemented categories for weak and conven-
tional metaphors. These resources provided a foundation for more in-depth computational
metaphor processing.

The most common annotation method was manual labeling, where annotators were asked
to choose a correct answer from given choices. Annotators were also encouraged to propose
an answer if none of the given choices were suitable in the studies involving cognitive
understanding (Shutova and Teufel 2010; Zayed et al. 2020b). Liu et al. (2022) instructed
annotators to generate creativemetaphors, which gave annotators themost extensive freedom.
Some researchers applied machine learning or deep learning classifiers to reduce annotation
workload. Birke and Sarkar (2006) used an unsupervised word sense disambiguation-based
clustering algorithm to annotate labels. Zayed et al. (2019); Mohler et al. (2016) applied
metaphor identificationmodels to obtainweakly-annotated datasets. Chakrabarty et al. (2021)
utilized ametaphor classifier to extractmetaphors andmaskedmetaphoricalwords to generate
literal expressions by BERT.

To better annotate metaphors and control the quality of annotation, all the studies men-
tioned that authors chose annotators with related backgrounds and gave annotators clear
instructions and explicit examples. Most datasets contain data records with more than one
annotator completing the annotation. Shutova and Teufel (2010); Klebanov et al. (2018);
Zayed et al. (2019, 2020b) set a training session before the annotation. Steen et al. (2010b);
Zhang et al. (2021b); Xu et al. (2022) held regular meetings during the annotation process
to discuss annotation problems. Zayed et al. (2019); Liu et al. (2022) tested crowd-sourcing
annotators before the formal annotation process and selected top-performing annotators.
Mohammad et al. (2016); Xu et al. (2022) discarded data records with IAA below a set
threshold. Birke and Sarkar (2006); Liu et al. (2022) evaluated the quality after the annota-
tion by classifiers or annotators. Furthermore, Klebanov et al. (2018) managed the second
annotation for data with low IAA and finally assigned metaphor labels to words agreed upon
by at least one annotator. Steen et al. (2010b) allowed annotators to comment on others’
annotations. Any data record (Xu et al. 2022) could be discarded if any annotator strongly
disagreed with the result.

Different tasks have different requirements for datasets. Firstly, the dataset should be rel-
evant to the problems that researchers focus on. Lakoff (1994); Shutova and Teufel (2010);
Mohler et al. (2016) contain conceptmetaphors that can be considered in conceptualmetaphor
processing. The dataset size has an important influence on the generalization of models.
Larger datasets (Steen et al. 2010b; Mohler et al. 2016; Chakrabarty et al. 2021) can sup-
port training more complicated models. However, some researchers were more interested in
metaphors from a specific domain. For example, Zayed et al. (2019) focused on social media
data, while Chakrabarty et al. (2021) collected poetry data. Furthermore, annotation quality
and availability are essential factors when choosing a dataset.
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4 Linguistic Metaphor Processing

Following Shutova (2015), linguistic metaphor processing focuses on the manifestations of
metaphors in text, which involves two main tasks: metaphor identification and metaphor
interpretation. These two tasks are the most widely studied research topics in computational
metaphor processing (Martin 1990; Shutova 2010; Mohler et al. 2013; Rai et al. 2019; Su
et al. 2020a).

(4.1) The sky is crying. (Indurkhya 2013)

We use Example 4.1 to demonstrate howwe identify and understandmetaphors linguistically.
The word “crying” is usually used to express the shedding of tears when one is feeling sad or
emotional. The subjects of the sentences are usually human beings. This sentence highlights
the similarity of the sky raining and a human being crying, consequently comparing the sky
to a human being. Literally, the sky cannot cry, so “crying” is metaphorical. It means that it
is raining.

(4.2) When I see the picture of her face with two big pale blue eyes, I see the sky is crying.
(Indurkhya 2013)

However, the identification and interpretation of metaphors depend on contextual informa-
tion. Example 4.2 shows the same sentence as Example 4.1with extra contextual information.
The words “sky” and “big pale blue eyes” share the same color and have the similar property
of raining and crying. Here, the “sky” is not a physical object. It is a metaphorical concept
that is compared to eyes that are crying. Comparing Example 4.1 with Example 4.2, we
can conclude that the same sentence can be marked with different metaphorical labels and
meanings, given different contexts.

(4.3) I don’t think this relationship is going anywhere. (Kovecses 2010).

(4.4) This young man knows how to climb the social ladder (Mohammad et al. 2016).

A metaphor can be expressed via a single word, such as Examples 2.1 and 2.8, or several
words, such as Examples 4.3 and 4.4. “go anywhere” and “climb the ladder” are literal
expressions. Once they are read in their contexts, semantic contrasts exist between the basic
and contextual meanings. In Example 4.3, the contextual meaning of “go anywhere” is to
make progress. This type of metaphor is commonly called a metaphorical MWE. Formally, a
metaphorical MWE can be defined as a metaphor consisting of multiple metaphorical words,
whereas these words can be literally used in an independent context.

Another particular type of metaphor is the extended metaphor. It refers to sequentially
used metaphors under the same concept frame at the discourse level. Example 4.5 is a typical
extended metaphor written byWilliam Shakespeare in As you like it (Act 2, Scene 7) (Shake-
speare 2019).

(4.5) All the world’s a stage, / And all the men and women merely players: / They have
their exits and their entrances; / And one man in his time plays many parts, [..]

This speech starts by comparing the “world” to the “stage”. Under this scenario, “men” and
“women” are compared to “players” as an extension of “stage”. All the metaphors in this
example are from the same domain. The concept projections of source and target concepts
can extend to the whole scene in the act. Thus, extended metaphors can help understand
multiple complex concepts in discourse with parallel comparisons.
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Understanding metaphors needs commonsense knowledge, such as life experience or cul-
tural information. The writers and the readers of metaphors resemble encoders and decoders.
These two should share the same background information to make sure that the metaphors
expressed by writers can be identified and understood correctly by the readers.

(4.6) The West Lake is XiShi. She is suitable for both light makeup and heavy makeup (Su
et al. 2020b).

Example 4.6 compares the West Lake to XiShi (an ancient Chinese beauty) to convey the
beautiful scenery. XiShi is a culture-specific concept. One unfamiliar with Chinese history
cannot identify or understand this metaphor.

4.1 Metaphor identification

Metaphor identification means identifying a target’s metaphoricity as either a metaphor or a
literal expression. The task can be categorized as sentence-level, relation-level, and token-
level metaphor identification sub-tasks.

(1) The sentence-level task takes a sentence as input and outputs a label, indicating whether
the sentence has a metaphorical meaning.

(2) The relation-level task takes a dependentword pair as input,which usually targets subject-
verb, verb-direct object, or adjective-noun dependent relationships.

(3) The token-level tasks can be categorized as sequence labeling (SEQ) and classification
(CLS) tasks (Gao et al. 2018). The sequence-labeling task inputs a sentence and outputs
a label sequence, indicating the metaphoricity of each token in the sentence. The classifi-
cation task inputs a sentence with a known target word and then outputs a metaphoricity
label for the target word.

4.1.1 Sentence-level metaphor identification

Krishnakumaran and Zhu (2007) focused on processing noun metaphors and categorized
them into three classes, nominal metaphor: subject-verb-object metaphor, and adjective-noun
metaphor. They utilized hyponym relations in WordNet (Miller 1998) and bigram counts in
Web 1T corpus (Brants and Franz 2006) to seek possible relations between entities. This
work relied intensely on external resources and could not deal with polysemous issues.

Tsvetkov et al. (2013) first studied cross-lingual metaphor detection. Since not all lan-
guages have resources as rich as those found in English while semantic features can maintain
across languages, they proposed a semantic feature-based classifier to detect metaphors with-
out extensive lexical resources. The method concatenated semantic categories, abstractness
degrees, and named entity types and achieved 0.76 and 0.78 F1 scores on Russian and English
datasets, respectively.

Mohler et al. (2013) proposed a domain-specific classifier with semantic signatures to
detect metaphors in unstructured texts. They employed WordNet and Wikipedia to explore
word senses and related documents to construct domain signatures by clustering. Subse-
quently, they compared the signatures of knownmetaphors and candidates by five hand-coded
metrics. The classifiers, processing five metrics, were based on machine learning tools. The
performance showed that metaphorical concepts could share common semantic signatures
in a specific domain.

The modality norm describes every word in terms of six primary senses (auditory, gus-
tatory, haptic, visual, olfactory, and interoceptive). Given the hypothesis that a metaphor
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showed a shift in modality from source to target concepts, Wan et al. (2020) concatenated
the modality norm21 with word embeddings (GloVe (Pennington et al. 2014)). The results
outperformed several BERT-based baselines, showing that the modality norm is a helpful
feature in identifying metaphors.

4.1.2 Relation-level metaphor identification

Tsvetkov et al. (2014) demonstrated that lexical semantic features were reliable in detect-
ing metaphor patterns in word pairs by feeding three feature categories (abstractness and
imageability, supersenses22, and vector-space word representations) into a random forest
model. They trained a logistic regression classifier to output scores using vector-space word
representations as features for words without abstractness and imageability scores. It had
promising performance on subject-verb-object and adjective-noun metaphor datasets.

When a person comprehends metaphors, information from other modalities also plays
a role. Among them, visual features are the most intuitive supplement to the text. Shutova
et al. (2016) first attempted to combine word embeddings and visual embeddings in metaphor
identification. The visual embeddings were obtained by a deep convolutional neural network
(CNN) processing ten images from Google Images per word.

Bulat et al. (2017) aimed to test the hypothesis that attribute-based semantic representa-
tions, e.g., property norm, could perform better than dense linguistic representations, e.g.,
Word2Vec (Mikolov et al. 2013). Their experiments compared a model with semantic and
linguistic representations and a model with linguistic representations, demonstrating that
semantic representations could capture extra information besides linguistic representations.
This work first utilized large-scale attribute-based semantic representations on metaphor
identification and next brought the community a new perspective on semantic and linguistic
representations. However, this work was confined to finding an attribute with an appropriate
abstraction level for the representation.

Rei et al. (2017) applied neural networks to capture the semantic information of metaphor-
ical and literal texts at the relation level. They used a neural network layer to formulate the
calculation of cosine similarity. The embedding of a target word and its word pair were input
into the model. The experiments showed that this similarity-based network outperformed a
simple feed-forward neural network (FNN23).

Song et al. (2020) transformed metaphor identification, metaphor interpretation, and
metaphor generation tasks into knowledge graph embedding tasks with triplets (source,
attribute, target). The metaphor knowledge graph shared embeddings with concept-attribute
collocations, which was only appropriate for nominal metaphors. Their used training data
limited the vocabulary of generated concepts or attributes.

Su et al. (2021a) believed that the abstractness and concreteness of words were distin-
guishable in different modalities. They classified words as abstract and concrete concepts
by concreteness values. They identified the metaphoricity of given word pairs for abstract
concepts based on a logistic regression classifier and concreteness values. They additionally
utilized image embeddings upon the concreteness values for concrete concepts to strengthen
the concreteness representations in metaphor identification. However, the representations of
abstract words were much more sparse than concrete ones in this work.

21 https://osf.io/7emr6/.
22 Supersenses are called “lexicographer classes” in WordNet documentation.
23 A feed-forward neural network is a network where connections between nodes do not form a cycle, which
differs from a recurrent neural network.
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Ge et al. (2022) proposed a CMT-inspired multi-task learning framework based on the
hypothesis that learning the source and target concept mappings could enhance the perfor-
mance of metaphor identification. This work showed the state-of-the-art performance on
word pair-based metaphor identification tasks, namely verb-noun and adjective-noun pairs.
However, similar to other word pair-based methods, the CMT-inspired model needed to
address the issue of identifying metaphoricity for MWEs. For example, “climb ladder” is a
literal phrase without knowing other contextual information, while “climb social ladder” is
a metaphor.

4.1.3 Token-level metaphor identification

Universal24 neural network. Do Dinh and Gurevych (2016) used FNN on the metaphor
detection task. They evaluated the performance of their model on the VUA dataset with
different genre breakdowns, achieving positive results. Gao et al. (2018) proposed sequencing
labeling and classification-based learning paradigms for token-level metaphor identification.
Their experiments showed that standard bidirectional long short-termmemory (BiLSTM) and
additional contextual embeddings yielded strong performance for both learning paradigms
on widely used metaphor identification datasets. These universal neural networks helped to
reduce the reliance on features from background corpora, hand-coded rules, or additional
manually created resources to some extent. However, these methods did not take advantage
of the theoretical findings of metaphors.

External features. These approaches used novel features for processing the task. Since
the use of metaphors changes among different levels of language proficiency, Stemle and
Onysko (2018) trained the word embeddings with multiple learner corpora, simulating the
human learning process. However, the learner data with low proficiency levels could result
in linguistic errors and noises, such as grammar mistakes.

Gong et al. (2020) combined contextual information from the language models and mul-
tiple linguistic features from external resources, feeding into an FNN classifier for metaphor
identification. The linguistic features included PoS, topic features (Klebanov et al. 2014),
word concreteness (Brysbaert et al. 2014), WordNet features (Klebanov et al. 2016), Verb-
Net features (Klebanov et al. 2016), and corpus-based features (Klebanov et al. 2016). The
ablation study showed that linguistic features could capture additional semantic information
in addition to contextualized embeddings.

Kehat and Pustejovsky (2021) applied visibility embeddings to represent inputs. They
hypothesized that physical language in multimodal datasets (texts and images) could be
used for describing literal information because the physical language was comparatively
more concrete. The visibility embeddings were constructed with words in different visual
and non-visual corpora. Visibility embeddings were viewed as concreteness representations.
However, their method captured representations for imitated concepts, whichwas insufficient
for downstream metaphor identification tasks.

Ottolina et al. (2021) explored the influence of word embeddings in different periods on
metaphor identification performance. They believed that the meanings of metaphors could
change over time. However, the datasets that were used, namely TroFi (1985-1994) and VUA
(1987-1989), have limited time spans comparedwith the examined embeddings (1900-2000).

Data augmentation. Some studies focused on solving the issues with inconsistency and
sparse label annotation in datasets. Stowe et al. (2019) explored verb sense and training data

24 “Universal” means the models are not metaphor-specific and can be applied in other linguistic tasks, such
as sequence labeling or classification tasks.
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from VerbNet (Schuler 2005) and learned syntactic patterns from Wikipedia. The additional
data based on these patterns enhanced the original training dataset. However, the performance
was only evaluated on verbs.

Previous methods failed to explicitly differentiate between a target word’s metaphorical
and literal senses. Lin et al. (2021) first combined semi-supervised learning with self-training
to supplement metaphor datasets. Unlabelled data could be iteratively augmented in training
data and generated pseudo-labels based on a contrastive learning objective to capture the
distance between metaphorical and literal senses.

Yang et al. (2021) proposed two Sequence-to-Sequence (Seq2Seq) models (Long2Short
and Short2Long) to generate additional training data based on syntactic patterns. They used
dependency parsing tools to clean sentences, maintained specific PoS, and augmented data
by Seq2Seq models. However, their method focused on verb metaphors only. The quality of
the generated language based on their method was also unclear.

Linguistic theory basis. Linguistic metaphor-related theories, namely MIP and SPV, were
essential in inspiringmetaphor identificationmodel design.Mao et al. (2019) constructed two
models to learn metaphor identification based on MIP and SPV, respectively. Their models
explicitly learned the semantic contrast between contextual and basic meanings (MIP) and
the semantic contrast between a target word and its context (SPV), yielding state-of-the-art
results. However, both methods modeled the semantic contrast in vector space rather than
the natural language-based semantic contrast understanding in the original MIP and SPV
theories.

Choi et al. (2021) leveraged MIP and SPV in one model. They employed two separate
Transformer encoders (Vaswani et al. 2017) to acquire the representations of a target word
in the sentence and the target word independent of the context. The MIP layer concatenated
the vectors of the target word in the sentence with the target word alone for classification.
The SPV layer concatenated the vectors of the target word in the sentence with the sentence
for classification. The hidden states for two layers were concatenated together for the final
prediction.

Qin and Zhao (2021) extracted frequently associated subjects and objects of the target
words fromWikipedia corpus25. The vector representations of the original and the extracted
subjects and objects were regarded as the contrast between contextual and basic meanings.
These representations were learned in a Transformer-based neural network for classification.

Su et al. (2021b) utilized examples and definitions from the Oxford Dictionary26 to make
up the semantic information based on metaphor theories, namely SPV andMIP. The example
model fine-tuned a pre-trained masked language model on the example sentences of a target
word. The definition model simply concatenated multiple definitions of the target word with
the original sentence, contrasting the literal and contextual meanings. However, their method
did not distinguish the fact that the senses and example sentences of conventional metaphors
were likely to be included in a dictionary. This could lower the model performance on
conventional metaphors.

Chen et al. (2021) encoded sentences with and without metaphors in two ways after
encoder layers to capture the semantically contextual inconsistency. For metaphorical sen-
tences, they calculated the sum of the minimum distributional distances of target words
against the other contextualized literal words as the inconsistency score. For literal sen-
tences, they calculated the sum of the maximum distributional distances of every two words
as the inconsistency score.

25 http://nlp.stanford.edu/data/WestburyLab.wikicorp.201004.txt.bz2.
26 https://www.lexico.com/.
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Context relation. Many studies hypothesized that different context parts played different
roles in identifying metaphors. For example, the position distance from contextual words
to the target word determines the influence of contextual words on the metaphoricity of the
target word to some extent. Su et al. (2020a) transformed themetaphor identification task into
a reading comprehension paradigm. The whole sentence was considered as a global context.
The sentence fragments were considered as a local context. The query word was considered
as the question. Two Transformers processed the global and local context features separately
but shared the same training weight parameters.

Zayed et al. (2020a) proposed a contextual modulation model on metaphor identification
inspired by visual reasoning. It encoded a short phrase containing a target word and the whole
sentence separately. An affine transformation processed their vector representations for the
classification task.

Rohanian et al. (2020) first attempted metaphor identification with the awareness of
MWEs. The model applied two graph convolutional neural networks (GCN) to integrate
the dependency parsing information of the whole sentence and token-level representations
of MWEs. MWEs were used as an extra input feature. The results showed that the MWE
feature improved model performance on metaphor identification.

Song et al. (2021) extracted the grammatical local context, the sequential global context,
and the basicmeaning of a verb as a distant context hierarchically. They regarded a verb and its
contexts as entities. Metaphor identification was regarded as relation classification between
the verb and its corresponding context. This framework tried three vector combinations
(concatenation, average, andmaxout) and three relational modelingmethods (linear, bilinear,
and neural tensor models).

Li et al. (2021) considered neighboring sentences in metaphor identification and proposed
a multi-level model. It hierarchically processed contextual information at the sentence level
and discourse level. An early prediction of contextual labels was applied to facilitate the
performance of this model. They assumed that contextual labels and other sentences in the
dataset would also help to train the model. This model focused on contextual information,
namely neighboring sentence representations and labels of contextual words, and might be
less effective in short and single-sentence learning.

Interpretation assistance.Mao et al. (2018) combined metaphor identification and interpre-
tation in an unsupervised learning fashion. Their model first predicted the best fit word most
likely to appear in a context at a specific position via a Word2Vec-based language model.
Secondly, if the cosine similarity between the best fit word and an original target word at
the same position was lower than a specific threshold, the target word was identified as a
metaphor in the context. This algorithm also reflected the idea of MIP that the contextual
meaning of a metaphor is very different from its basic meaning, where the best fit word
represented the contextual meaning. However, the dependency on WordNet made the word
range and accuracy of WordNet limit the performance of this model.

Wan et al. (2021) proposed a multi-task learning framework for metaphor identification
and interpretation based on word sense disambiguation. They extracted multiple glosses of
the target words from the Merriam-Webster dictionary27 and the Baidu Dictionary28. The
glosses were encoded with the input sentences for metaphor identification. The representa-
tions after the gloss encoder combined with input sentence vectors were encoded by attention
for interpretation. However, the annotation resource was limited in this work.

27 https://www.merriam-webster.com/dictionary/.
28 https://dict.baidu.com.
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Multi-task learning. Chen et al. (2020) proposed a multi-task learning model, which
identified metaphors and idioms simultaneously. They argued that the representations of
out-of-domain data and the similarity of different figurative languages could enhance the
performance on metaphor identification.

Le et al. (2020) studied word sense disambiguation and metaphor identification in a multi-
task learningmodel. Theybelieved that both taskswere related to humancognition.Themodel
contained a GCN to organize context dependency relations. It removed context that did not
have a direct dependency relation with the target word, which reduced the training time.

Mao and Li (2021) studied a metaphor identification (main) task together with a PoS
tagging (auxiliary) task because aPoS labelwas a practical feature formetaphor identification.
They proposed a novel soft-parameter sharing mechanism, the Gated Bridging Mechanism,
to enhance the learning of the main task. Themotivation was that Gated BridgingMechanism
could filter out useless information and receive supportive information from an auxiliary task.
Their model has been embedded inMetaPro (Mao et al. 2022a) as the metaphor identification
module, achieving state-of-the-art results in both open-class word-based and all-PoS-based
metaphor identification tasks.

4.1.4 Summary

Table 6 shows the task definitions and PoS of recent metaphor identification works. Most
studies focused on verb metaphors, as verb metaphors occur more frequently than others in
texts. The relation-level metaphor identification studies also examined adjective metaphors
and noun metaphors since adjective-noun metaphor pairs are a component of metaphor fam-
ilies (Krishnakumaran and Zhu 2007). The token-level SEQ studies identified metaphors in
all PoS. The output could be more conveniently employed in downstream tasks. Thus, the
token-level SEQ-based methods have recently attracted the most attention in the community.
Only a few studies focused on multi-lingual metaphor identification, indicating a limited
transformation of current models into other languages.

Table 7 shows the features employed in metaphor identification models. Here, we use
“Word emb.” to denote static word embedding methods independent of contextual infor-
mation in downstream tasks, such as Word2Vec and GloVe. A pre-trained language model
(PLM) denotes a context-dependent word embedding method, such as ELMo (Peters et al.
2018), BERT (Kenton and Toutanova 2019), and RoBERTa (Liu et al. 2019). The top three
most popular features used in metaphor identification were POS, PLM, and word embed-
ding. As PLM shows excellent sentence representation skills, many researchers in recent
years have chosen PLM to replace word embedding. Compared with the other three cate-
gories, the token-level CLS studies (Do Dinh and Gurevych 2016; Su et al. 2020a; Le et al.
2020) used explicit position information as features because CLS-based methods predicted
the label of a target word in a sentence. The position information indicates the position of the
target word in a sentence. Semantic attributes, such as concreteness, imageability, and affect
scores, were more prevalent in sentence-level and relation-level models. These features have
linguistic and cognitive intuition. However, the token-level methods began to be abandoned
due to the growth of pre-trained language models that contain richer contextual informa-
tion. Lexical resources were also less attractive in token-level methods for the same reason.
External knowledge, such as commonsense and semantic knowledge, delivers information
beyond context. Thus, several token-level studies (Mao et al. 2018; Stowe et al. 2019; Gong
et al. 2020) still used features from lexical resources in their models. Visual features were
also employed in metaphor identification tasks (Shutova et al. 2016; Su et al. 2021a; Kehat
and Pustejovsky 2021) because they contain additional commonsense knowledge.
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Table 8 shows the frameworks employed in metaphor identification studies. Metaphor
identification, as a relatively active task in NLP, has constantly been applying the most
up-to-date computational techniques in these years. Most sentence-level and relation-level
studies (Tsvetkov et al. 2013; Mohler et al. 2013; Bulat et al. 2017) utilized traditional
machine learning classifiers, such as logistic regression, random forest, and support vector
machine. Later, more studies (Stemle and Onysko 2018; Gao et al. 2018; Mao et al. 2019)
introduced LSTM, Attention, and Transformer into their models for contextualized learning.
Graph learning (Song et al. 2020; Le et al. 2020; Rohanian et al. 2020) andmulti-task learning
(MTL) (Chen et al. 2020; Le et al. 2020; Wan et al. 2021; Mao and Li 2021; Ge et al. 2022)
have started to appear in metaphor identification because these paradigms can fuse additional
information with different data structures, relevant tasks, and information sharing methods.

Table 9 demonstrates the evaluation setups and results on the primary datasets. The num-
bers are F1 scores in the test set. Studies on relation-level metaphor identification used word
pair datasets, such as MOH and TSV. Ge et al. (2022) obtained the best performance on
relation-level metaphor identification tasks, namely 75.6% F1 in MOH and 86.6% F1 in
TSV. The most popular datasets in token-level tasks are MOH-X, TroFi, VUA-V, and VUA-
A. Lin et al. (2021) achieved the highest F1 score in MOH-X, 84.7%. The top result in TroFi
was 89.3%, achieved by Wan et al. (2021). Yang et al. (2021) achieved the highest perfor-
mance on VUA-V, reaching 80.65%. Choi et al. (2021) outperformed others in VUA-4 with
an F1 score of 79.8%. Mao et al. (2022a) yielded the highest F1 score in an all-PoS metaphor
identification task (VUA-A), reaching 79.2% F1 scores.

By cross-referencingmultiple tables above,we canobserve that all the best performers (Lin
et al. 2021;Yang et al. 2021; Choi et al. 2021;Wan et al. 2021;Mao et al. 2022a) in token-level
tasks utilized PLMs. Based on their learning paradigms, these models also processed POS,
word co-occurrence, or lexical resources as supplements. Mao et al. (2022a) applied anMTL
framework, jointly learning metaphor identification and PoS tagging tasks, and achieved
the best performance on VUA-A. Previous works demonstrated that incorporating PoS tags,
whether presented as explicit features or acquired throughMTL, could improve the detection
of metaphors.

Metaphor identification has attracted much attention due to two shared tasks (Leong et al.
2018, 2020) and a large-scale annotated corpus (Steen et al. 2010a). However, identify-
ing other types of metaphors, such as extended metaphors or MWEs, has yet to be well
solved. Extended metaphors include multiple source and target concept mappings with close
associations. Identifying extended metaphors requires a perspective of the whole text and
connections among different concept mappings. Metaphorical MWEs are inseparable in the
text, which is challenging in current token-level metaphor identification models.

4.2 Metaphor interpretation

Current metaphor interpretation tasks can be categorized into three types, namely property
extraction, word-level paraphrasing, and explanation pairing.

(1) Property extraction-based metaphor interpretation systems aim to extract properties that
can link source and target domains. The properties represent the shared features of two
words from source and target domains, e.g., extracting an adjective property for two
nouns from source and target domains.

(2) Word-level paraphrasing systems aim to paraphrase ametaphor into its literal counterpart
within the context word by word. Typically, these systems can paraphrase single-word
metaphors.
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Table 10 Examples of metaphor interpretation forms

Category Metaphor Interpretation

Property extraction (Su et al. 2017) Love is tide Love is unstoppable

Word-level paraphrasing (Mao et al. 2018) She devoured his novels. She enjoyed his novels

Explanation pairing (Mao et al. 2022a) This is a red letter day. This is a red letter day,

where “a red letter day”

means a day of significance.

(3) Explanation pairing-based systems aim to pair an explanation with a metaphor in a
context. Usually, the explanations come from dictionary definitions.

Examples of the metaphor interpretation tasks are shown in Table 10.

4.2.1 Property extraction

Su et al. (2015) proposed a model extracting the properties of source and target domains
in a Chinese nominal metaphor interpretation task. They selected the candidate properties
of source concepts from Attribute Database29 and Sardonicus30, and extended them with
synonyms from Tongyi Cilin (Extended)31. They defined semantic relatedness by combining
the cosine similarity between the properties and target concepts with the cosine similarity
between the properties and context words. The output interpretationwas designated as “target
be property”, where the property word achieved the highest relatedness score. However, this
method failed to process sentences with complex syntactic structures. Instead of calculating
the cosine similarity between the candidate properties and target concepts, Su et al. (2017)
revised the relatedness score mentioned above into an average of cosine similarities between
the synonyms of the properties and target concepts. The context words played a minor part
in this model compared to the work of Su et al. (2015).

Rai et al. (2019) proposed an unsupervised metaphor interpretation method with emotion
analysis. This work employed emotion as a connection between source and target concepts.
The hypotheses were that metaphors could be better understood from the perspective of
emotion; metaphors hadmultiple senses in different perceptions. Themodel extracted related
properties of source concepts from the web and vectorized each property in six emotion
dimensions: anger, fear, happiness, disgust, sadness, and surprise. The algorithm factored
the closeness of properties and the target concept, and the emotion tendency of properties
on one of six emotion dimensions. The final output could be briefly expressed as “target be
<emotion: property>.”

Su et al. (2020b) proposed a culture-related hierarchical semantic model for interpreting
Chinese nominal metaphors. They hypothesized that some metaphors were generated with
cultural connotations. To extend the property scope, they manually annotated a concept
mapping knowledge base for culture-related concepts. They trained culture-semantic vectors
with famous Chinese literary works via Word2Vec. They utilized a random walk algorithm
to obtain the most appropriate attributes with the highest relevance to the target concepts.

29 A database by NLP Lab of Xiamen University.
30 An adjective taxonomy database from https://afflatus.ucd.ie/.
31 A Chinese Thesaurus, http://ir.hit.edu.cn/.
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Song et al. (2020) transformedmetaphor interpretation into a knowledge graph completion
task. The knowledge graph was built with (source, attribute, target) triplets. The attribute
represented a shared property between source and target concepts. The task was selecting an
attribute based on the source and target concepts. The final attributes were extracted from a
set of candidates. The evaluation included exact-match-based and synonymy-based metrics
to show a comprehensive model performance.

To sum up, the methods above only worked for nominal metaphor interpretation tasks.
Interpreting properties could simplify the relationship between source and target nouns,
whereas the property-based methods could hardly expand to other PoS of metaphors, such
as verbs, adjectives, and adverbs. The interpretation outputs were formulated as “target be
property”, which was not convenient for supporting downstream tasks, given the complexity
of syntax in real-world text.

4.2.2 Word-level paraphrasing

Shutova (2010) first defined metaphor interpretation as a paraphrasing task for word pairs:
verb-direct object and verb-subject. The method first selected possible candidates from a
large corpus by the co-occurrence of targets and specific syntactic dependency relations.
Next, it filtered and ranked them by hyponyms in WordNet and selectional preference.

Mao et al. (2018) built an unsupervised method for word-level paraphrasing from whole
sentences to improve usability and support downstream tasks and language learners. They
hypothesized that the literal senses of words occurred more frequently than their metaphor-
ical senses in corpora. Thus, they utilized synonyms and hypernyms from WordNet as the
candidate literal senses of the target words. They also found that Word2Vec input and output
vectors could better representwords and context co-occurrences. Thismodelwas evaluated as
a pre-processing technique for machine translation tasks, demonstrating that machine trans-
lation systems such as Google and Bing translators could be improved mainly by this model.
Later, Mao et al. (2022a) extended this method in MetaPro using a pre-trained language
model instead of Word2Vec. Mao et al. (2022a) demonstrated that metaphor processing
could improve state-of-the-art sentiment analysis classifiers. However, due to the model’s
reliance on WordNet, its performance has been restricted by the word range and accuracy of
WordNet.

Word-level paraphrasing-based methods can be used as a text pre-processing technique,
improving the semantic understanding for diverse downstream NLP tasks and second lan-
guage acquisition. However, current word-level paraphrasing methods failed to capture the
nuance between metaphors and their literal counterparts. Furthermore, many metaphors are
MWEs, such as idioms, where word-level paraphrasingmethods could not handle these cases
well.

4.2.3 Explanation pairing

Martin (1990) proposed a metaphor interpretation, denotation, and acquisition system
(MIDAS). The interpretation system first parsed the input sentence and obtained the syn-
tactic information. Possible candidates were collected based on syntax and validated with
coherence and abstractness in constraint checking. After a recursive procedure, the output
was an interpretation as an explanation of themetaphorical expression. This systemprocessed
metaphors with grammar rules in language and rich knowledge.
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Bizzoni and Lappin (2018) proposed a CNN-LSTM framework to capture the semantic
representations of metaphor and literal expressions. The input of the model was a metaphor-
ical sentence and a literal candidate. The top-ranked candidate was the paraphrase of a
metaphorical sentence. This model needed a large size of tailored annotated data, namely
candidate paraphrases, which was not convenient in real-world applications.

Mao et al. (2022a) additionally proposed a dictionary and rule-based method to identify
and interpret metaphorical MWEs from sentences to mitigate the limitations of word-level
paraphrasing-based methods. They used dependency triplets (a head word, dependency, a tail
word) and lemmas as features, pairing MWEs in a source sentence with MWEs in their pre-
defined feature-mapping dictionaries. They also defined a dictionary that contained multiple
explanations for every MWE. Next, given a paired MWE (an identified metaphorical MWE),
the selected explanation was given by comparing the semantic similarity between an expla-
nation and the source sentence. Finally, they concatenated the explanation of an MWE with
the source sentence as a clause (see Table 10). Thus, downstream tasks could directly use the
output in a pre-processing fashion. This method outperformed machine learning baselines
in an idiomatic MWE detection task. The metaphorical MWE interpretation also brought
about improvement in sentiment analysis tasks. However, this model depended on collected
knowledge for limited metaphors, which made it hard to update and include a more extensive
range of metaphorical MWEs.

4.2.4 Summary

Table 11 shows the task definition and research scopes in metaphor interpretation. Noun
metaphors obtained more attention than verb metaphors in relation-level metaphor inter-
pretation tasks because these studies largely depended on verb-noun and adjective-noun
metaphor datasets. Verb metaphor interpretation was usually studied at word-level para-
phrasing because another literal counterpart verb could relatively intuitively paraphrase a
metaphorical verb. However, there was a nuance between the original metaphor and the para-
phrase. Property extraction was a frequent manifestation of noun metaphor interpretation,
as we have seen that the properties of source and target nouns can be represented as adjec-
tives. The work of Mao et al. (2022a) can interpret metaphors in verbs, nouns, adjectives,
adverbs, and MWEs, significantly improving the functionality and usability of a metaphor
interpretation system in different application scenarios.

Table 12 illustrates the features used in interpretation studies. We find that many studies
relied on lexical resources. It highlights that the analogical ability of puremachine intelligence
is still weak. Metaphor interpretation is a high-level linguistic understanding and reasoning
task. Thus, lexical resources were employed as an additional feature to provide knowledge
beyond input texts to achieve accuratemetaphor interpretation.We also find thatmany studies
examined the task by PoS, either using a metaphor dataset with a specific PoS or directly
using PoS as input features. Such a pattern shows the diversity of approaches to interpreting
metaphors because there are different interpretation methods for metaphors with different
PoS.Manyword-level studies interpretedmetaphors by learning the association of words and
contexts. They either used the co-occurrence statistics (Shutova 2010), Word2Vec input and
output vectors (Mao et al. 2018), or a PLM-basedmasked word predictionmethod (Mao et al.
2022a). Exploiting concept mapping (Su et al. 2020b) proved that conceptual information
could assist interpretation tasks.

Table 13 shows the learning paradigms in metaphor interpretation studies. Given insuf-
ficient annotated metaphor interpretation datasets, multiple studies delivered the task in an
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unsupervised learning manner. Apart from deep learning methods (Mao et al. 2022a), graph-
based (Song et al. 2020; Su et al. 2020b) and rule-based (Martin 1990; Mao et al. 2022a)
methods are still active in the community. Graph-based methods are practical tools to search
for appropriate properties among candidates in addition to linguistic similarity-based meth-
ods (Su et al. 2015, 2017).

Table 14 illustrates the evaluation settings of current metaphor interpretation studies. Due
to the lack of gold metrics to measure the interpretation task, automatic evaluation met-
rics such as accuracy and mean reciprocal rank were employed in word-level paraphrasing
and explanation pairing tasks. Most studies also used human evaluation (Rai et al. 2019;
Su et al. 2020b; Mao et al. 2022a) to assess the interpretation performance. These authors
asked participants to evaluate the metaphor interpretation outputs by acceptability, appro-
priateness, and metaphoricity. For example, Mao et al. (2022a) believed that coherence,
semantic completeness, and literality were three critical evaluation dimensions for a success-
ful paraphrasing-based system.

5 Conceptual metaphor processing

Current conceptual metaphor processing methods target mapping the source and target con-
cept domains of metaphors. Commonly, concept mappings are represented in the form of “a
target concept is a source concept,” such as “argument is war.” Conceptual metaphor
processing methods can be categorized into three types:

(1) Clustering-driven methods define the source and target domains as word clusters, where
the concepts are manually named according to the words and entities in the same clusters.

(2) Conceptualization-driven methods obtain fine-grained concept mappings based on syn-
tactic patterns and lexical information. A fine-grained concept agent can only represent
narrow entities and limited words by semantic relations. Usually, it is obtained according
to syntactic dependency constraints and semantic coherence to the context.

(3) Abstraction-driven methods automatically abstract concept agents from identified source
and target entities. Comparedwith conceptualization-drivenmethods,whose concepts are
represented by semantically related words, abstraction-driven methods tend to generate
abstract concept agents representing a group of fine-grained concepts, where conceptual
relations connect the fine-grained concepts.

A clear difference between conceptualization-driven and abstraction-driven methods is
that concepts generated from abstraction-drivenmethods aremore abstract and representative
than those from conceptualization-driven methods. In Example 2.8, Li et al. (2013) argued
that a fine-grained concept mapping for “car” is “horse” because “horse” is semantically and
syntactically coherent to the context verb “drink” in a subject-verb dependent relationship.
However, “horse” is a particular entity, which cannot represent conceptual relations between
a subject and the verb “drink”. Thus, abstraction-driven methods aim to further abstract
concept agents from source and target entities to represent the concept mappings, such as
“animal” for “car” in Example 2.8. In other words, conceptualization-driven methods use
source and target entities as concept agents. In contrast, abstraction-driven methods take one
step further, abstracting general concepts as agents from the source and target entities.
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5.1 Clustering-drivenmethods

Mason (2004) proposed a system called CorMet to find concept mappings for conven-
tional metaphors. It started with two specific domains, searched documents related to the
domains, and subsequently extracted representative verbs and clustered selectional prefer-
ences in WordNet nodes. The step of searching documents online can introduce unnecessary
noise for representative verbs. Those verbs might not be related to the specific domains. The
test was completed on a subset of MML due to the lack of large corpora with golden labels.

Gandy et al. (2013) used a rule-based heuristic algorithm to generate concept mappings.
They first utilized lexical information, such as frequent collocations, abstractness scores,
and semantic categories fromWordNet to identify linguistic metaphors. They extracted each
target’s metaphor candidates with positive point-wise mutual information (PMI). They mea-
sured the similarity between each candidate’s facets (expressing aspects of source domains)
and aimed to discover nominal analogies. They finally clustered candidates and self-defined
an overall score with abstractness and facet distribution to select a meaningful concept from
the WordNet hypernyms. This model attempted to use as few domain-specific or language-
specific knowledge bases as possible for a straightforward generalization. However, the
method was only evaluated on “God”, “governance”, “government”, “mother”, and “father”
domains.

Strzalkowski et al. (2013) utilized topical structures, imageability scores, and a clustering
method to generate conceptmappings froma passage in a specific domain. They hypothesized
that metaphorical words were usually used outside the topical structure of a sentence and
with high imageability. They also introduced affect and force (commonness) to measure the
different aspects of a metaphor.

Clustering-driven methods could categorize words into clusters by semantic meanings.
The clusters represented groups of words, whereas the groups of words were not abstracted
or conceptualized. In other words, a concept could not automatically represent a group. As
a result, the groups of words and the corresponding mappings given by clustering-driving
methods could not be interpreted without manual efforts. Besides, previous works mainly
depended on domain-specific knowledge to develop the clusters, leading to difficulties in
generalization.

5.2 Conceptualization-drivenmethods

Li et al. (2013) proposed the first big data-driven and unsupervised metaphor detection and
concept generation method. They obtained metaphorical and literal word pair corpora from
a web corpus with like-a and is-a syntactic patterns. Each pair in their corpora contained
frequency-based probability scores. They designed a context-based formula to determine
the implicit source or target concepts among the candidates from the metaphorical corpus.
However, the simple learned dependency limited its applications to expressions with diverse
syntactic structures.

Gagliano et al. (2016) applied Word2Vec to find the connection between two words in the
semantic space to generate a figurative relationship. The addition and intersection models
obtained candidates of a source concept according to Word2Vec vectors of a target concept
and an attribute. Workers from AMT selected the best choice of source concept. The analysis
showed that the candidate concepts whose cosine similarity between twowords was balanced
could enhance the blending effect of two semantic spaces.
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Rosen (2018) proposed a source domain mapping model and extracted features based
on dependency relationships to express the interaction between a target word and its
construction-based context. The source domains were performed as one-hot vectors in neural
networks, which may cause data sparsity. The model could only output one of 77 available
and limited source domains.

Conceptualization-driven methods could generate fine-grained mappings for metaphors.
The conceptualization processes aimed to seek an appropriate source or target concept. The
concept mappings could only represent limited metaphors in these methods, so they showed
restricted roles in downstream tasks.

5.3 Abstraction-drivenmethods

Dodge et al. (2015) proposed a system to bridge theory-driven and corpus-driven methods of
metaphor identification. They prepared a hand-crafted repository with linguists. The reposi-
tory contained concept domains andmultiple relations such as “subcase of” and “incorporates
as a role”. Subsequently, they searched sentences by a set of grammatical constructions. The
source and target words were matched with concept domains in the repository via its rela-
tional network with the help of WordNet, FrameNet32, and Wiktionary33. This work was
limited to detecting metaphors by pre-defined syntactic patterns from linguistic features and
knowledge bases.

Fu et al. (2020) defined an image concept mapping task with three components: literal
concept detection, literal-implied concept mapping, and metaphor captioning. The first part
was to detect textual concepts from images. The second aimed to find suitable target concepts
based on source and contextual concepts from the first part. The third part was to generate
a caption based on all concepts. This work focused on the second part and assumed that
the concepts were readily detected. Though the experiment dataset contained images, the
proposed model and chosen baselines all processed text annotated from images. As a result,
we consider this work as textual metaphor processing research. They built an undirected
reference graph, where nodes were candidates obtained by searching with rule-based queries,
and edges reflected the compatibility between candidates and contextual concepts. The final
implied concepts had the highest compatibility among all the concepts.

Ge et al. (2022) proposed a multi-task learning model with a dynamic reward mechanism
for metaphor identification and concept mapping generation. They proposed a WordNet and
knee algorithm (Satopaa et al. 2011)-based method for abstracting concepts fromwords. Due
to the absence of large annotated concept mapping datasets, the dynamic reward mechanism
mitigated this issue by pushing the learned conceptmappings towardmore accuratemetaphor
identification. Because there were richer resources for supervised learning metaphor iden-
tification, the model could learn concept mappings with a broad conceptual spectrum from
metaphor identification. Comparedwith previous works, the advantage of this model was that
the model could automatically abstract concepts and generate concept mappings in natural
language. However, this framework for concept mappings failed to be adjusted by different
contexts and more complicated syntactic structures.

Mao et al. (2023)34 integrated the work of Ge et al. (2022) to process concept mapping
from end to end. The system first identified metaphors from an input sentence. Next, the
identified metaphors were paraphrased into their literal counterparts. The source and target

32 https://framenet.icsi.berkeley.edu.
33 https://www.wiktionary.org.
34 https://metapro.ruimao.tech/ Accessed 1st October 2022.
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concepts were abstracted from the original metaphor and its literal counterpart, respectively.
Finally, the target concept was connected to the source concept by “is” in the output. In this
way, Mao et al. (2023) could achieve concept mappings for verb, noun, adjective, and adverb
metaphors. However, the limitation is that the system cannot abstract concepts for MWEs.

To sum up, abstraction-driven methods could generate abstract concepts representing
a group of words. Multiple metaphorical words with similar source and target domains
could be connected with concept mappings. The outputs of abstraction-driven methods were
the closest to CMT-argued concept mapping representations. Thus, the generated concept
mappings could be directly used for understanding human cognition for metaphors and other
psycho-linguistic research. However, current abstraction-driven methods could not process
the concept mapping tasks for multi-word expressions.

5.4 Summary

Table 15 shows that a few conceptual metaphor processing tasks (Mason 2004; Gagliano
et al. 2016) simply processed the task without metaphor identification. Most studies took
word pairs as input to simplify the learning task, whereas Rosen (2018) and Mao et al.
(2023) processed the task from whole sentences, covering all open-class words. Gandy et al.
(2013); Strzalkowski et al. (2013); Dodge et al. (2015) used domain-specific corpora to study
the task.Many relatedwords did not aim for processing conceptmappings forMWEs, besides
the work of Rosen (2018).

Compared with features used in linguistic metaphor processing, Table 16 shows that
lexical resources were critical for conceptual metaphor processing. PoS was also an essential
feature because different PoS have different clustering, conceptualization, and abstraction
paradigms in conceptual metaphor processing. Many researchers (Strzalkowski et al. 2013;
Fu et al. 2020; Ge et al. 2022; Mao et al. 2023) used word co-occurrence features to learn the
task because the conceptual mapping inferences largely depend on word co-occurrences of
literal instances. Although conceptual metaphor processing is a cognitive learning task, few
current methods employed cognitive intuitions in their features. For example, abstractness
and imageability used in the works of Gandy et al. (2013); Strzalkowski et al. (2013) are
cognition-related features. The former showed the property of a concept to be considered
far away from a particular object or instance. The latter showed the property of a concept to
evoke an image in the mind when recognizing it, respectively.

Table 17 shows common learning paradigms in conceptual metaphor processing. Many
studies before 2016 employed rule-based algorithms (Gandy et al. 2013; Strzalkowski et al.
2013) and selectional preference violation (Mason 2004; Li et al. 2013). The most up-to-date
research (Ge et al. 2022; Mao et al. 2023) proposed an end-to-end model based on distant
supervised learning and neural networks.

Table 18 illustrates the evaluation methods and metrics in conceptual metaphor process-
ing studies. Since concept mapping is lacking in datasets with golden labels, most studies
used human evaluation as a supplement. Ge et al. (2022) additionally evaluated the quality
of concept mappings by the performance improvements on the metaphor identification task.
Mao et al. (2023) qualitatively evaluated their system by the levels of analysis, e.g., linguis-
tic metaphor, conceptual metaphor, extended metaphor, metaphorical inference processing,
and applicability, e.g., task coverage, easy-to-integrate, unrestricted text, and open-domain
processing. The evaluation framework was proposed by Shutova (2015).
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6 Metaphor generation

Metaphor generation can be categorized into the following sub-tasks.

(1) Verb substitution is a task that replaces a literal verb with a metaphorical one, which is
the opposite of the word-level paraphrasing-based metaphor interpretation task.

(2) Metaphor surface realization (MSR) generates properties to realize a metaphor with an
implicit cognitive connection between the given source and target words. Alternatively,
given a target word and a property, MSR means to generate a source word, forming a
simile.

(3) Sentence generation is a task that generates metaphors given a target word.

The difference between MSR-orientated and sentence generation-orientated tasks is that the
former follows a specific template or extracts a phrase from a corpus to construct a metaphor,
while the latter generates a sentence via language models.

6.1 Verb substitution

Yu and Wan (2019) presented an end-to-end metaphor generation framework. They first
obtained source candidate sets from synonyms and hypernyms of targets in WordNet with
similarity conditions. Subsequently, they trained a PoS-constrained language model to gen-
erate a sentence with a target verb. Finally, they applied an adjustable joint beam search
algorithm in the decoding phase to guarantee the metaphoricity of substituting the source
verb. Their automatic evaluation used perplexity scores, while human evaluation measured
readability, creativity, and metaphorical or literal verb usage for the generated sentences.

Stowe et al. (2020) proposed a lexical replacement method and a metaphor masking
Seq2Seq model to avoid creating a large parallel corpus. The former method was inspired
by the work of Mao et al. (2018). The candidate words were selected from hyponyms of
target words. The one with the highest cosine similarity between the word embeddings of the
context and itself was defined as the replacement. The latter method masked the target words
in metaphorical sentences. It outputted the metaphorical sentences during training, masked
the target words in literal sentences, and generated metaphorical sentences during testing.
They used crowd-sourcing to evaluate the metaphoricity, fluency, and paraphrase quality of
generated metaphorical sentences.

Chakrabarty et al. (2021) supposed that metaphors widely existed in poetry and could
enhance poetry creativity. They fine-tuned a pre-trained Seq2Seq language generational
model, BART (Lewis et al. 2020), by encoding literal sentences and decoding metaphor-
ical sentences. They also added a metaphor discriminator to avoid introducing noise. The
model performance was measured by semantic similarity, BLEU-2 (Papineni et al. 2002),
and BERTScore (Zhang et al. 2019) in automatic evaluation, fluency, meaning, creativity,
and metaphoricity in human evaluation.

Stowe et al. (2021a) analyzed the difference between free and controlled generation with
concept mappings using a Seq2Seq T5 model (Raffel et al. 2020). The results were evaluated
by automatic and human evaluation. The evaluation showed that free generations could be
more fluent, while controlled models could generate more novel metaphors. Based on the
evaluation results, they also tested the correlations between automatic and human evaluation
metrics about metaphors. SentBERT (Reimers and Gurevych 2019) and MoverScore (Zhao
et al. 2019) could capture the semantic similarity. Perplexity was the best to describe fluency.
Binary metaphor classification (Su et al. 2020a) could measure metaphoricity.
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Stowe et al. (2021b) proposed twometaphor generationmodels (CM-Lex and CM-BART)
based on conceptmappings fromFrameNet (Baker et al. 1998). CM-Lexwas an unsupervised
method with a linear transformation from source and target domains to source and target
words. CM-BART fine-tuned BARTwith concept mappings. The training dataset was similar
to that of Chakrabarty et al. (2021). The testing dataset included 150 literal/metaphorical
sentence pairs, selected or generated from the Gutenberg Poetry corpus, the Mohammad
2016 corpus (Mohammad et al. 2016), and the Brown Corpus (Francis and Kucera 1979) for
evaluating the diversity of metaphors. The automatic evaluation used cosine distance to show
the model performance. The human evaluation focused on the metaphoricity and whether
the generated source word belonged to the source domain.

Verb substitution is the most widely studied sub-task in the metaphor generation domain.
Firstly, verb metaphors are more frequent than metaphors in other PoS. Furthermore, verb
substitution is a relatively simple task in metaphor generation because a literal verb can be
replaced with a metaphorical verb to generate a metaphor without modifying the syntactic
structure of the literal sentence. However, the limitation was that such a verb substitution
method failed to generate a metaphor with diverse syntactic structures and language styles.
It limited the creativity and novelty of a generated sentence.

6.2 Metaphor surface realization

Zheng et al. (2019) believed that metaphors could improve users’ participation in human-
computer conversations and proposed an unsupervised method for metaphor generation.
They collected target words from poetry themes and source words from their chatbot log,
filtered by concreteness and frequency. This MSR task was defined as finding a connecting
word as a property shared by the source and target pair since the context had been given
in their collected corpus. In this model, the connecting word was obtained by a connecting
score designed with a distance function. However, the source and target pairs were selected
randomly.

Song et al. (2020) transformed MSR as a knowledge graph completion task. The task
would generate a source concept based on a target and an attribute. The graph embedding
combined a metaphor knowledge graph with concept-attribute collocations. The generated
source concept word was fitted in a simile template to construct a figurative expression.

Current MSR methods focused on nominal metaphors. Most of the MSR studies aimed to
generate simile expressions. The generated sentences followed similar syntactic structures
using known phrases in a corpus. However, the pre-defined phrases could not be used in
open-domain metaphor generation tasks, which resulted in limited usability for current MSR
systems in real-world tasks.

6.3 Sentence generation

Brooks and Youssef (2020) observed that many syntactic patterns in metaphors never
appeared in literal texts. They proposed a framework starting with an unsupervised LSTM
language model to generate a sentence containing words with a weighted score under con-
straints. Next, the model identified syntactic patterns for metaphor or literal expressions. The
model would check the metaphoricity and novelty of the generated sentence with syntactic
patterns during inference. The evaluation used unique syntactic patterns or sub-patterns to
measure the model performance.
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Table 19 Metaphor generation models by author and task definition

Category Paper Verb Adjective Noun Multi-lingual

Verb substitution Yu and Wan (2019) �
Stowe et al. (2020) �
Stowe et al. (2021a) �
Stowe et al. (2021b) �
Chakrabarty et al. (2021) �

MSR Zheng et al. (2019) � �
Song et al. (2020) �

Sentence generation Brooks and Youssef (2020) � � �
Li et al. (2022) �

Li et al. (2022) focused on Chinese nominal metaphor generation with a GPT2 (Radford
et al. 2019)-based model. They utilized large-scale unlabelled data and applied self-training
to solve the issue with data sparsity. They added an auxiliary metaphor identification task to
render metaphorical parts larger weights during training, which made the model relatively
focus on generating metaphorical parts. Using GPT2made the output sentences more diverse
in meanings and formats. However, during inference, the generated concept was unplanned.
This made the generated metaphors aimless.

In summary, sentence generation-based methods could generate more syntax-flexible
sentences than other sub-tasks in the metaphor generation domain. These methods could
generatemore novel and creativemetaphors. However, the challenge is to generate purposeful
metaphors with controllable source and target concept mappings.

6.4 Summary

Table 19 shows that themost popular sub-task inmetaphor generation is to replace ametaphor-
ical verb with a literal one (Yu and Wan 2019; Stowe et al. 2020; Chakrabarty et al. 2021).
Zheng et al. (2019); Song et al. (2020) worked on relation-level MSR, outputting a property
or a source concept in nominal or explanatory forms. Brooks and Youssef (2020) generated a
new sentence with different syntactic patterns regardless of the PoS of a metaphorical word.
Li et al. (2022) focused on generating sentences with nominal metaphors since nominal
metaphors contain comparatively more straightforward sentence structures.

Table 20 shows that the concept mapping feature supported verb substitution generation
because the generation task needed conceptual mapping information to guide and generate
appropriate metaphors. Most studies selected Lexical resources in all three sub-tasks, such
as WordNet, COMET, and MetaNet.

Table 21 shows the learning paradigms used in the metaphor generation studies. Seq2Seq
is a natural choice for the generation task, which generally needs parallel datasets. Seq2Seq
models in current studies were used under constraints, only replacing the verbs in the gen-
erated sentences. Stowe et al. (2020) proposed a masking framework to mitigate learning
dependency from literal parallel corpora. Chakrabarty et al. (2021) utilized a masking model
to generate a literal dataset as the input for the generalization model based on the metaphor
dataset. Unsupervised methods played a significant part in metaphor generation due to the
lack of large parallel datasets in metaphor generation tasks. Zheng et al. (2019); Stowe et al.
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(2020, 2021b) utilized cosine similarity to seek metaphorical words or connecting words,
given literal ones. Li et al. (2022) introduced an auxiliary metaphor identification task to
regulate the metaphoricity of a generated metaphor.

Table 22 shows that most generation studies utilized both automatic and human evaluation
to evaluate the performance of generation models. Both automatic and human evaluation
measured creativity, metaphoricity, and fluency. BLEU and sentence BERT were typically
used for measuring the creativity of paraphrasing. Stowe et al. (2021a); Li et al. (2022) used a
metaphor classifier to evaluate metaphoricity. Perplexity was frequently used for measuring
fluency in natural language generation tasks. Besides, the automatic evaluation methods also
aimed to measure semantic similarity between two sentences by semantic distance.

Contemporary research is predominantly concerned with verifying the metaphoricity of
generated expressions. Most of these studies concentrated on generating expressions that
deviate from the literal meaning, regardless of the source concept. Some studies (Zheng
et al. 2019; Song et al. 2020; Stowe et al. 2021b) have succeeded in generating metaphors
using arbitrarily selected concept mappings or attributes. Nonetheless, the meaningfulness
and appropriateness of these concept mappings or attributes for practical usage still need
to be determined. In practice, one may expect a metaphor generation technique with better
control of source concepts and aimed metaphorical meanings.

7 Applications

Metaphor processing techniques have close connections with many downstream tasks. They
can be used for text pre-processing, feature engineering, and linguistic analysis.

(1) Text pre-processing: Mao et al. (2018); Zheng et al. (2019); Chakrabarty et al. (2021);
Mao et al. (2022a) usedmetaphor-processing techniques, such asmetaphor interpretation
or generation, as a text pre-processing tool to improve downstream tasks, such asmachine
translation, chatbot system, poetry generation, and sentiment analysis. Generally, using
the texts after metaphor pre-processing could yield better performance than using the
original texts.

(2) Feature engineering: Cabot et al. (2020); Zhang et al. (2021a); Han et al. (2022) used
metaphor processing techniques to generate additional features. These features delivered
helpful information for downstream tasks, namely political attribute and mental illness
classification tasks. Because these tasks are related to cognition, metaphor features can
somewhat boost their model performance.

(3) Linguistic analysis: Prabhakaran et al. (2021); Hu and Wang (2021) studied linguistics
in the political domain based on metaphors because the use of metaphors in a text can
reveal fine-grained sentiment and underlying cultural tendencies (Table 23).

7.1 Text pre-processing

The community has realized that metaphors are difficult for downstream NLP task learning.
The semantics of metaphors are different from that of literal ones, so they are likely to cause
errors for machines in natural language understanding. For example, the literal meaning of
“she devoured his novels” is not positive in sentiment analysis, whereas its metaphorical
meaning is positive. Without metaphor interpretation, a sentiment classifier was likely to
lead to an incorrect result for the sentence (Mao et al. 2022a). Understanding metaphors is
also challenging for language learners because of cultural differences. The literal translation
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Table 23 Applications by metaphor processing technique, author, and downstream task

Category Paper Downstream task

Text pre-processing Mao et al. (2018) Machine translation

Zheng et al. (2019) Chatbot system

Chakrabarty et al. (2021) Poetry generation

Mao et al. (2022a) Sentiment analysis

Feature engineering Cabot et al. (2020) Political attribute classification

Zhang et al. (2021a) Mental illness detection

Han et al. (2022) Mental illness detection

Linguistic analysis Prabhakaran et al. (2021) Metaphor analysis in politics

Hu and Wang (2021) Metaphor analysis in politics

of the same example “she devoured his novels” does not make sense in Chinese (Mao et al.
2018).

Mao et al. (2018) evaluated the performance of their proposed metaphor identification
and interpretation model on a machine translation task. The results showed that paraphrasing
metaphors into their literal counterparts boosted accuracy for Google translator by 26%
and Bing translator by 24% in an English-Chinese metaphor translation task. Mao (2020)
further evaluated the performance of the metaphor interpretation technique in seven machine
translation tasks, where the source language was also English. The target languages were
German, Russian, Greek, Italian, Chinese, Thai, and Japanese. All these translation tasks
showed improved performance after metaphor paraphrasing, where the gains in the target
languages of Asia were higher than those in the target languages of Europe.

Zheng et al. (2019) tested themetaphor generation system in an existing social chatbot. The
chatbot usedmetaphors in conversations in two formats, one-round and two-roundmetaphors.
In one-roundmetaphors, the chatbot directly responded to the whole metaphorical sentences.
In two-round metaphors, it first replied with a metaphorical sentence in a simile format,
followed by an explanation in the second round. Users’ follow-up rates were 22%, 27%,
and 41% for literal sentences, one-round metaphors, and two-round metaphors, respectively.
Metaphors improved user engagement in social chatbot conversations on a large scale.

Chakrabarty et al. (2021) used theirmetaphor generationmodelMERMAID to edit poems.
They believed that using appropriate metaphors could enhance the creativity of poems. The
results showed that participants from the crowd-sourcing platform preferred 68% of poems
embellished by MERMAID.

Mao et al. (2022a) evaluated the performance of MetaPro on a news headline sentiment
analysis dataset. The experiments showed that MetaPro could improve the performance of
state-of-the-art sentiment analysis APIs. They also showed that if the train and test sets were
paraphrased first before training and evaluating a classifier, then the sentiment classifier also
achieved improvement in the non-metaphorical (paraphrased) dataset.

7.2 Feature engineering

Cabot et al. (2020) proposed a multi-task learning model for political attribute classification.
The auxiliary tasks were token-level metaphor detection and sentence-level emotion predic-
tion. The main tasks were targeted at predicting the political perspective of news articles,
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the party affiliation of politicians, and the frame of policy issues at the document level. The
results showed that using the multi-task framework with metaphor prediction enhanced the
performance on all three main tasks, while emotion classification improved the performance
on the political perspective and party affiliation classification tasks.

Zhang et al. (2021a) observed that many patients with mental disorders were willing to
share their feelings online with metaphors. They presented a novel metaphor-informedmodel
to detect mental disorders with accurate performance on long sentences. They extracted
metaphor features, such as the number of metaphors, the portion of metaphors in sentences,
and the PoS of metaphors from the sentences, and fused them in sentence representations.
The results showed that this model achieved at least 3% higher F1 than baselines on detecting
depression and anorexia.

Han et al. (2022) argued that using metaphorical concept mapping features could improve
the performance and the explainability of a depression detection task. They proposed an
explainable hierarchical attention network to retrieve depression-featured tweets and concept
mappings. Thus, the retrieved concept mappings could reveal the inner world of a depressed
person, because these concept mapping patterns were implicitly expressed by the subject
in daily communication on social media. The authors used MetaPro (Mao et al. 2023) to
obtain the concept mapping features. Their experiments showed that introducing the concept
mapping features could result in higher accuracy for the depression detection task. In this
work, they also demonstrated the effectiveness and parameter efficiency of their proposed
hierarchical attention network encoder by comparing classical encoders, such as LSTM,
BiLSTM, GRU, BiGRU, and Transformer.

7.3 Linguistic analysis

Politicians tend to behave actively to engage their constituents. Using metaphors in dis-
course can frame human cognitive perspectives. Some researchers explored the importance
of metaphors in political discourse. Prabhakaran et al. (2021) utilized a metaphor classifica-
tionmodel fromRei et al. (2017) and analyzedmetaphors used by different gender and parties
during significant political events. They concluded that the metaphors used were related to
ideological leanings, that current political states and posts with metaphors could engage the
audience, and that metaphorical language elicited more engagement than its literal language.

Hu and Wang (2021) compared source domains in two government reports from China
and the United States, respectively, and analyzed the differences and similarities of concep-
tual metaphor usage. The similarity between the two countries reflected the cognition of
commonsense knowledge in the political domains. For example, journey source domain
metaphors were used to express that achieving the goals was a long-term process. Diverse
rooting cultures mainly caused the differences. For example, the US political report uses
theatre source domain metaphors related to US entertainment.

7.4 Summary

Table 24 shows metaphor processing techniques and functions applied in downstream tasks.
The table shows that token-level metaphor identification and word-level paraphrasing were
more frequently used than others in downstream applications (Mao et al. 2018, 2022a;
Han et al. 2022). These techniques could improve the metaphor understanding ability from
semantic aspects. On the other hand, (Zheng et al. 2019; Chakrabarty et al. 2021) used
metaphor generation methods, namely verb substitution and MSR, to improve language art
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and human-computer interaction. Lastly, conceptual metaphor processing techniques, such
as clustering and abstractness-driven methods, have shown their utility in depression detec-
tion (Han et al. 2022) and political expression analysis (Hu and Wang 2021). These methods
helped researchers achieve automatic and large-scale analysis in psychological and cognitive
computation tasks.

8 FutureWork

Computational metaphor processing lies at the intersection of computational linguistics and
cognitive computing. Many current works largely depended on the power of deep learning to
process the sub-tasks, whereas the linguistic and cognitive intuition were somewhat blurred
in these models. To inspire future research, we want to highlight linguistics and cognition-
informed studies in Table 25.

As seen in Table 25, concreteness, abstractness, imageability, and affect were commonly
used cognitive features. Unlike embedding features and pre-trained language models, these
features cannot be directly obtained from current language modeling methods and large-
scale pre-training corpora. However, these features demonstrate specific relationships with
computational metaphor processing. For example, concreteness and abstractness reflect the
hypothesis that people are likely to usemetaphors to explain abstract concepts (Tsvetkov et al.
2013; Gandy et al. 2013; Do Dinh and Gurevych 2016). Lakoff and Johnson (1980) argued
that “love is not love without metaphors of magic, attraction, madness, union, nurturance, and
so on.” The later concrete concepts and metaphors undoubtedly contribute to understanding
the abstract concept of love. Imageability is another cognitive feature. The hypothesis is that
ametaphorical concept’s imageability differs from its context (Broadwell et al. 2013). Similar
to SPV, it also explains the contrast between ametaphor and its context, although imageability
does not represent co-occurrence, semantic or syntactic features. Affect score reflects the
sentiment or emotional impact of a given word. The hypothesis is that metaphorical concepts
deliver more decisive affective information than literal ones (Strzalkowski et al. 2013; Rai
et al. 2019). Thus, modeling affect scores can differentiate metaphors from literal expressions
from the emotional perspective. The above features and their associated hypotheses represent
different motivations for studying metaphors. Studying metaphors in different contexts, such
as linguistics, emotion, cognition, and psychology, would be valuable.

Cognitive and linguistic theories, namely CMT, SPV, and MIP, have guided multiple
models. These theories explain the nature ofmetaphors. Thus, integrating theoretical findings
in a computational metaphor processing model is likely to yield better performance than a
generalmodel (Mao et al. 2019). They also help studymetaphors from linguistic and cognitive
perspectives, such as understanding their realmeanings and conceptmappings.We encourage
future works to integrate more linguistic and cognitive intuition in model designs rather than
falling into a similar learning paradigm as other natural language processing tasks, such as
sequence labeling tasks.

Though previous works have made great efforts in data annotation in recent years, some
issues still need to be solved. How to maintain a consistent abstraction level when annotating
concept mappings for metaphors and how to annotate cross-lingual data have yet to be
discussed extensively. Since abstractness may be studied more in linguistics (Borghi and
Zarcone 2016), seeking help from other related linguistic theories can be a possible solution
for concept mapping annotation. Annotating cross-lingual data needs to pay attention to the
annotators with similar backgrounds in multiple languages.
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Table 25 Linguistics and cognition informed studies by author

Task Paper Concr./Abst. Imagea. Affect CMT SPV MIP

DS Mohler et al. (2016) � �
Id. Tsvetkov et al. (2013) �

Mohler et al. (2013) �
Tsvetkov et al. (2014) � �
Do Dinh and Gurevych (2016) �
Mao et al. (2019) � �
Gong et al. (2020) �
Choi et al. (2021) � �
Lin et al. (2021) �
Su et al. (2021b) � �
Ottolina et al. (2021) � �
Qin and Zhao (2021) �
Su et al. (2021a) �
Song et al. (2021) �

INTPN Martin (1990) �
Shutova (2010) �
Rai et al. (2019) �

CMP Gandy et al. (2013) �
Strzalkowski et al. (2013) � �
Gagliano et al. (2016) �
Ge et al. (2022) �

Gen. Zheng et al. (2019) �
Stowe et al. (2021a) � �
Stowe et al. (2021b) �

App. Hu and Wang (2021) �
Han et al. (2022) �

DS dataset, App. application, Abst. abstractness, Imagea. imageability

Linguistic metaphor identification has been widely studied with the help of two shared
tasks (Leong et al. 2018, 2020) and the large-scale annotatedVUAdataset (Steen et al. 2010b).
Researchers have also noticed the connection between linguistic metaphor processing and
other tasks such as affective computing (Xing et al. 2020;Duong et al. 2022;Mao et al. 2022b;
Cambria et al. 2022a; Ma et al. 2023). However, sub-types of linguistic metaphors, such as
extended metaphors and metaphorical MWEs, still need to be studied in depth. Extended
metaphors exist inmultiple sentences, paragraphs, or discourseswith a continuous and intense
comparison between source and target domains. Learning and understanding the long-term
dependency on source and target domains is particularly challenging. However, it reflects
the intelligence of humans in understanding complex concepts and high-level pragmatics.
Fusing logical rules for metaphor understanding and reasoning is a possible direction for
learning extended metaphors (Lin et al. 2023). Understanding metaphorical MWEs is also
challenging. There has yet to be a method to fuse the meaning of an MWE naturally in a
metaphor. It will significantly improve the usability of computational metaphor processing
in downstream tasks. A concept parser is potentially helpful in understanding metaphorical
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concepts with MWEs. It can parse an MWE as a node in a knowledge graph to represent the
conceptual relations with other nodes (Cambria et al. 2022b).

Finally,metaphor generation as an emerging task has grown fast in recent years.Generating
metaphors should consider both novelty and intention. A metaphor generation system with
a purposeful application scenario and controllable source and target domains would be more
beneficial than randomly paraphrasing literal expressions into metaphorical ones.

9 Conclusion

Computational metaphor processing is essential in the NLP community, given how fre-
quently it has been used in daily language. Metaphors help to enrich language art and
frame human cognitive systems. Recently, researchers have explored several sub-tasks in this
domain: metaphor identification, interpretation, generation, conceptual metaphor processing,
and downstream task applications. These sub-tasks also raise the impacts of computational
metaphor processing techniques.

This survey summarizes recent advanced and representative studies on computational
metaphor processing.We review the classical metaphor theories and frequently used datasets.
We focus on task definition, applied features, learning paradigms, and evaluation setups of
previous works in different sub-tasks.

In recent years, metaphor identification has developed token-level PLM-based deep
learning models, which are the most favored by researchers in this community. Metaphor
interpretation methods included different task formats for various syntactic patterns, such
as property extraction for noun metaphors and word-level paraphrasing for verb metaphors.
Explanation pairing can deal with metaphors with more complex syntactic patterns, requiring
more vital representation skills. Conceptual metaphor processing methods focus on gener-
ating source and target concepts to understand metaphors cognitively. Abstraction-driven
methods can automatically select concepts from knowledge bases to represent a bunch of
metaphors. Similar to metaphor interpretation, various task formats of metaphor generation
focused on metaphors with different syntactic patterns. Current metaphor generation meth-
ods pay more attention to verb and nounmetaphors. Applications of computational metaphor
processing models utilized metaphor-based representation or features to better capture the
semantic information of text in downstream NLP tasks. We found that though metaphor
identification has achieved significant advances, other sub-tasks of computational metaphor
processing have yet to attract much attention due to the lack of annotated corpus and rele-
vant theories. We hope this survey can provide a systematic and informative view of current
progress and inspire future work in diverse domains of computational metaphor processing.
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