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A B S T R A C T

Extreme Learning Machine (ELM) represents a popular paradigm for training feedforward neural networks due to its fast learning time. This paper applies the technique for the automatic classification of speech utterances. Power Normalized Cepstral Coefficients (PNCC) are employed as feature vectors and ELM performs the final classification. Both the baseline ELM algorithm and ELM with kernel have been employed and tested. Due to the fixed number of input neurons in the ELM, a length normalization algorithm is employed to transform the PNCC sequence into a vector of fixed length. Length normalization has been performed using two techniques: the first is based on Dynamic Time Warping (DTW) distances, the second on the vectorized outer product of trajectory matrix. Experiments have been conducted on the TIDIGITS corpus, to assess the performance on an isolated speech recognition task, and on ITAAL, to validate the system in an emergency detection task in realistic acoustic conditions. The ELM approach has been compared to template matching based on Dynamic Time Warping and to a Support Vector Machine based speech recognizer. The obtained results demonstrated the effectiveness of the approach both in terms of recognition performance and execution times. In particular, classification based on PNCCs, DTW distances and ELM kernel resulted in the best performing algorithm both in terms of recognition accuracy and execution times.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, the majority of automatic speech recognizers are based on hidden Markov models (HMM) [1]. Although HMMs provide state-of-the-art performance in several scenarios, alternative approaches such as template-matching [2,40] and discriminative techniques [3,41] are also widely studied. The reasons for template-matching are its low storage requirements and its effectiveness when the amount of training data is limited. Generally, in template-matching, sequences of different lengths are aligned using dynamic time warping (DTW) [2] and classification is based on the distance with a set of reference patterns. The problems with the original DTW formulation are its high computational burden, the low performance in speaker independent tasks and the discrimination between in-domain and out-of-domain sentences. In the literature, particular attention has been devoted to develop efficient versions of DTW for devices with limited computational resources [5–7].

Among discriminative techniques, in the recent years particular attention has been devoted to speech recognition based on Support Vector Machines (SVMs) [8,9]. SVMs have been originally developed to solve binary classification problems of sequences of fixed length, but they can be easily extended to multiclass tasks, e.g., using the “one vs one” or the “one vs all” strategies. However, SVM cannot be directly employed for speech recognition, since input utterances are composed of a varying number of feature vectors. The approaches followed in the literature to solve the problem are either based on hybrid SVM/HMM architectures [10] or on dynamic kernels [9]. Another problem with SVM is the computational demand required in the training phase. This is particularly important in speech recognition tasks since the size of training corpora can be very large [3].

Extreme Learning Machine (ELM) is a discriminative technique that recently gained much interest in the scientific community for its capability to increase training speed over traditional neural networks learning methods [11,12]. Additionally, in recent studies [13] ELM has been compared to SVM and it provided similar accuracies with fast training and testing speed. Regarding the applications, the ELM paradigm has been proposed for system identification in nonstationary environments [14,15], in particular for learning Time-Varying Neural Networks (TV-NN) thus taking full advantage of the speedy training procedure with certain matrix transformations. In [16], the Circular-ELM algorithm is introduced to address the visual quality assessment problem. In [41], an ensemble of ELM and random
projections (RP-ELM) is proposed to sharply reduce the number of neurons in the hidden node without affecting the generalization performance in prediction accuracy. As a result, the eventual learning machine always benefits from a considerable simplification in the feature-mapping stage. This allows the RP-ELM model to properly balance classification accuracy and resource occupation. In [42], it is investigated how the high generalization performance, low computational complexity, and fast learning speed of ELM can be exploited to perform analogical reasoning in a vector space model of affective common-sense knowledge. In particular, by enabling a fast reconfiguration of such a vector space, ELM allows the polarity associated with natural language concepts to be calculated in a more dynamic and accurate way and, hence, perform better concept-level sentiment analysis. Several works exist also that applied ELM to classification tasks [17]. In [26], Huang et al. showed how ELM can be applied in multiclass classification directly and that it achieve better generalization performance at faster training speed then Support Vector Machine and least square Support Vector Machine. Savitha and colleagues [18] proposed the “Circular Complex-valued Extreme Learning Machine (CC-ELM)” algorithm for classification. CC-ELM consists in a single hidden layer network with non-linear input and hidden layers and a linear output layer and it has been applied to the acoustic emission signal and mammogram classification problems. In [19], the ELM paradigm has been applied to the classification of music genres. As features, they employed zero crossing rates, energy, root-mean-square, crest factor, spectral centroid, Mel-Frequency Cepstral Coefficients (MFCC) and specific loudness sensation.

In this paper, the ELM paradigm has been applied for the automatic classification of speech utterances, with particular attention to the recognition of distress calls for emergency state detection. The motivation for applying ELM to this task is to achieve better performance respect to DTW-based template-matching approaches with a computational burden lower than SVM. Up to the authors' knowledge, it is the first time that ELM is applied for recognizing speech. The system employs Power Normalized Cepstral Coefficients (PNCC) [20] as low-level features, then normalizes the length of the input utterances so that regardless the number of feature vectors they are mapped to vectors of fixed length. PNCC feature vectors are employed as an alternative to MFCCs in order to improve the robustness of the system against acoustic distortions. For normalizing input utterances, two strategies have been assessed: the first is based on DTW, and consists in calculating the distances between the input utterance and the candidate templates. The second is based on the vectorized outerproduct of trajectory matrix [21]. Utterance length normalization is necessary for ELM since the number of input neurons in the network is fixed. In addition to the baseline ELM algorithm, the ELM with kernel approach has also been tested. The algorithms have been compared to DTW-based template-matching speech recognition and to SVM. Regarding the latter, classification is performed on DTW distances and on the outerproduct of trajectory matrix as in ELM, so that the performance depends only on the classifier. The experiments have been conducted on two corpora: TIDIGITS [22] and ITAAAL [23]. TIDIGITS has been employed to evaluate the performance on a well-known corpus and in clean acoustic conditions. ITAAAL is a new Italian speech corpus of home automation commands and distress calls recorded with distant and close-talking microphones in normal and shouted speaking styles. Using ITAAAL, it is possible to validate the system performance on an emergency detection task and in realistic acoustic conditions, since signals are affected by noise and reverberation. The experimental task consists in the recognition of the correct distress call and the discrimination between in-domain utterances and out-of-domain ones. The experiments demonstrated that in several tasks the performance of ELM with kernel is comparable or superior than SVM with lower training and testing times.

The outline of the paper is the following: Section 2 presents a brief overview of ELM. Section 3 describes ELM-based speech recognition system, the MFCC and PNCC feature extraction pipelines and the utterance length normalization approaches. DTW and SVM based speech recognition algorithms are described in Section 4, and Section 5 presents the experiments conducted to assess the performance of the proposed algorithm. Finally, Section 6 concludes the paper and presents future developments.

2. Overview of Extreme Learning Machine

ELM is a fast learning algorithm designed for single hidden layer feedforward neural networks (SLFNs). In later works [24,25], ELM has been extended to SLFNs where the hidden layer need not to be neuron alike. In ELM, the input weights of SLFNs do not need to be tuned and they can be randomly generated, whereas the output weights are analytically determined using the least-square method, thus allowing a significant training time reduction.

Consider a set of N labeled training samples \((x_t, t_t), \ldots, (x_t, t_t))\), where \(x_t \in \mathbb{R}^d\) and \(t_t \in \{-1, 1\}\), and a SLFN with \(l\) input neurons and \(L\) hidden neurons (Fig. 1). For binary classification, the ELM decision function is the following:

\[
f_I(x) = \text{sign} \left( \sum_{i=1}^{l} \beta_i h_i(x) \right) = \text{sign} (\mathbf{h}^T \beta), \tag{1}\]

In the equation, the vector \(\beta = [\beta_1, \ldots, \beta_l]^T\) contains the weights connecting hidden neurons and output neurons, while \(\mathbf{h}(x) = [h_1(x), \ldots, h_L(x)]\) is the output of the hidden layer with respect to the input \(x\). In general, \(\mathbf{h}(x) = [G(a_1, b_1, x), \ldots, G(a_L, b_L, x)]\) and \(G(a,b,x)\) is a nonlinear piecewise continuous function that satisfies ELM universal approximation capability theorems, and \([a_i, b_i]_{i=1}^l\) are randomly generated. In this paper, \(G(a,b,x)\) assumes the form of the sigmoid function since it provided the best performance in the experiments.

Defining the hidden-layer output matrix \(\mathbf{H}\) as

\[
\mathbf{H} = \begin{bmatrix} h_1(x_1) & \cdots & h_L(x_1) \\ \vdots & \ddots & \vdots \\ h_1(x_t) & \cdots & h_L(x_t) \end{bmatrix}, \tag{2}\]

training the ELM consists in minimizing \(||\mathbf{H} \beta - \mathbf{T}||\) and \(||\beta||\), where \(\mathbf{T} = [t_1, t_2, \ldots, t_t]^T\). The solution to the problem can be calculated as the minimum norm least-square solution of the linear system:

\[
\hat{\beta} = \mathbf{H}^+\mathbf{T}, \tag{3}\]

where \(\mathbf{H}^+\) is the Moore–Penrose generalized inverse of matrix \(\mathbf{H}\). By computing output weights analytically, ELM allows achieving good generalization performance with speedy training phase. ELM can be also applied to multiclass classification problems [26]. Without entering into the details, in this paper the multi-output nodes technique has been employed. This consists in considering as the label of the input data the index of the output node with the highest output value.

---

**Fig. 1.** ELM with \(l\) input neurons and \(L\) hidden neurons.
2.1. Extreme Learning Machine with kernels

In kernel-based ELM [26], \( f(x) \) is unknown, and the output function of the classifier is written as

\[
    f(x) = \left( \begin{array}{c} K(x, x_1) \\ \vdots \\ K(x, x_N) \end{array} \right) \begin{bmatrix} \Omega_1 \\ \vdots \\ \Omega_N \end{bmatrix} \left( \begin{array}{c} 1 \\ \vdots \\ 1 \end{array} \right) \left( \begin{array}{c} \mathbf{1} + \Omega \end{array} \right)^{-1} \mathbf{T},
\]

where \( \Omega \) is defined so that each element \( \Omega_{ij} = h(x_i) \cdot h(x_j) = K(x_i, x_j) \). \( K(\cdot, \cdot) \) is a kernel function as in SVM, and in this work assumes the form a radial basis function. It is interesting to note that differently from standard ELM, the number of hidden neurons must not be known in advance.

3. Application of Extreme Learning Machine to speech recognition

3.1. Problem formulation

Consider a training corpus \( T = \{(U_1, C_1), \ldots, (U_K, C_K)\} \) where \( U_k = \{u_{k,1}, \ldots, u_{k,L_k}\}, \ U_k \) is the \( D \times 1 \) low-level feature vector of utterance \( k \) at the time frame index \( l \) and \( C_k \) is the corresponding label. Given a test utterance \( Y = \{y_1, y_2, \ldots, y_L\} \), the problem is finding the corresponding label \( C_y \in \{C_1, C_2, \ldots, C_K\} \) based on a certain classification criterion. In this work, we suppose that the training corpus \( T = Z \cup \mathcal{O} \), i.e., that it is composed of two subsets: \( Z = \{(U_1, C_1), \ldots, (U_k, C_k)\} \) is the set of in-domain utterances that represent sentences containing semantically meaningful content. The set \( \mathcal{O} = \{(U_k, C_{k+1}), \ldots, (U_K, C_K)\} \) is the set of out-of-domain utterances that model sentences that should be discarded by the system. Note that \( C_i = C_0 \quad \forall i \in \{K+1, \ldots, K\} \), i.e., out-of-domain utterances are all associated to the class label \( C_0 \).

In order to apply ELM for determining the class label \( C_y \), the input utterances must be mapped to vectors of fixed-length. Because the number of input neurons in the ELM is fixed, thus the length of the input vector must be known a priori. In this work, two methods for normalizing the length of the input utterances have been employed: in the first, ELM operates on the DTW distances between the test utterance and each template utterance. In the second, ELM operates on the vectorized outerproduct of trajectory matrix [21]. The block-scheme of the proposed approach is shown in Fig. 2.

Before describing the proposed approaches more in details, a brief overview of two feature extraction algorithms for obtaining low-level descriptors will be provided.

3.2. Feature extraction

Several features have been proposed in the literature for the extraction of meaningful characteristics from speech signals. In this paper, two types of features have been addressed: the first are MFCCs [27], a popular choice in most automatic speech recognition systems. The second are PNCCs [20], similar to MFCCs but they are more robust to noise and reverberation distortions. This section briefly describes the two feature extraction pipelines.

3.2.1. Mel-Frequency cepstral coefficients

The block-scheme of the MFCC feature extraction pipeline is shown in Fig. 3. The first processing step is the pre-emphasis of the input speech signal. Pre-emphasis consists in filtering the signal with a filter whose transfer function is

\[
    H(z) = 1 - \alpha z^{-1},
\]

where usually \( 0.9 < \alpha \leq 1.0 \). The objective of pre-emphasis is to remove the DC components and to raise the high-frequency part of the spectrum, which has a 6 dB/decade decay for human speech on average.

The signal is then segmented into partially overlapped frames of length 10–30 ms. A common choice for the window function is the Hamming window, whose form is the following:

\[
    w(n) = \begin{cases} 
    0.54 - 0.46 \cos \left( \frac{2\pi n}{L} \right), & 0 \leq n \leq L, \\
    0 & \text{otherwise,}
    \end{cases}
\]

where \( L \) is the frame length in samples, and \( n \) denotes the time index.

For each frame, the Discrete Fourier Transform (DFT) is calculated and filtered with a filterbank composed of a set of triangular filters uniformly spaced on the mel scale. This is a non-linear transformation that maps a frequency \( f \) to the corresponding mel-scaled frequency \( g \) using the following expression:

\[
    g = 1127 \log \left( 1 + \frac{f}{700} \right).
\]

Denoting with \( S(i) \) the DFT of a speech frame and \( i \) the frequency bin, the output of the “Mel Filterbank & Frequency Integration” block is

\[
    H(k) = \sum_{i=\text{init}(k)}^{\text{end}(k)} |S(i)|^2 W_k(i), \quad k = 1, 2, \ldots, N
\]

where \( H(k) \) and \( W_k(i) \) are the output and the frequency response of the \( k \)th filter respectively. \( \text{init}(k) \) and \( \text{end}(k) \) are starting and ending frequency indices of that filter and \( N \) is the number of filters in the bank.

The final steps for the calculation of the \( j \)th MFCC \( c(j) \) is the logarithm of the filterbanks outputs and their Discrete Cosine Transform (DCT):

\[
    c(j) = \sum_{k=1}^{N} \log \left[ \frac{H(k)}{N} \right] \cos \left[ \frac{\pi j}{N} (k-0.5) \right], \quad j = 0, 1, \ldots, M-1 \leq N
\]

Cepstral Mean Normalization (CMN) is usually applied to MFCCs to increase the robustness against channel distortions. CMN consists in subtracting the mean of each cepstral coefficients calculated over
3.2.2. Power normalized cepstral coefficients

In the literature, several approaches have been proposed to improve the robustness of speech recognition systems against noise and reverberation. Speech enhancement techniques, such as spectral subtraction [28], Ephraim & Malah log-spectral amplitude estimator [29], or dereverberation frameworks such as [30] operate before the feature extraction pipeline. Other approaches, such as Vector Taylor Series speech enhancement [31] or single [32] and multi-channel MFCC-MMSE [33] modify the extraction algorithm. An alternative approach consists in using a different set of features that are intrinsically more robust than MFCCs. Recently, PNCCs [20] have demonstrated their effectiveness at the cost of a modest increment of computational burden. Fig. 4 illustrates the main steps needed for the extraction of PNCCs: the main innovations with respect to MFCCs reside in the replacement of the logarithmic non-linearity with a power function law and the introduction of the “Medium-Time Processing”.

The first stages of the extraction pipeline are the same of the MFCC extraction one. The first difference in PNCCs calculation is the replacement of the mel-spaced filterbank with a gammatone one [34]. The motivation behind this choice is that the latter slightly improves the recognition accuracy. The subsequent steps mark the real difference between PNCCs and MFCCs. The “Medium-Time Processing” stage exploits a longer-duration temporal analysis (e.g., 5 frames) to estimate the noise floor level and to subtract it from the instantaneous power of the input signal. Instead of directly using the filtered signal, the output of the “Medium-Time Processing” stage is a transfer function that modulates the original signal in the “Time-Frequency Normalization” step. In the “Mean Power normalization” stage, the signal power is normalized dividing the input by a running average of the overall power. In MFCCs, the logarithm non-linearity is applied to the output of the mel filter-bank. Here, instead, a power function non-linearity with exponent 1/15 is applied. The motivation arises from studies on the non-linear curve that relates the sound pressure level in dB to the auditory-nerve firing rate. Experiments demonstrated that replacing the logarithmic non-linearity with the power-function one improves the recognition accuracy [20]. The final stages of the PNCC pipeline are the computation of the DCT and the mean normalization as in the MFCC pipeline.

3.3. Classification based on DTW distances

Classification based on DTW distances operates transforming the sequence of feature vectors of an input utterance into a vector of fixed length by calculating the distance between the input utterance and each utterance of set $T$. Referring to the notation introduced in Section 3.1, this means that an input utterance $U$ is mapped to a fixed length vector of size $I \times 1$ as follows:

$$v = [d(X, U_1), d(X, U_2), \ldots, d(X, U_I)]^T,$$

where $d(\cdot, \cdot)$ represents the DTW distance. The DTW algorithm will be briefly described in the next sections.

The training set of the ELM is created normalizing the lengths of the entire training corpus $T$. This means that each vector $v_i$ is obtained as follows:

$$v_i = [d(U_i, U_1), \ldots, d(U_i, U_I)]^T.$$

3.4. Classification based on the outer product of trajectory matrix

Differently from the previous section, where ELM input were the DTW distances between an input utterance and template patterns, in this section classification is performed transforming directly input feature vectors. The technique adopted in this work is the outer product of trajectory matrix, proposed in [21] for SVM-based speech recognizers. Given an input utterance composed of $L$ feature vectors of dimension $D$, the trajectory matrix is an $L \times D$ matrix defined as

$$U = [u_1^T, u_2^T, \ldots, u_L^T]^T.$$

The outer product trajectory matrix is then defined as

$$Z = U^T U.$$

Regardless the number of frames $L$ in the input utterance, $Z$ is a $D \times D$ matrix. Note, also, that $Z$ is symmetric, thus it contains $D(D+1)/2$ unique elements. The final feature vector $z$ is a $D(D+1)/2 \times 1$ vector obtained vectorizing the outer product trajectory matrix and choosing the unique elements.

4. Alternative approaches

The proposed approaches based on ELM have been compared to template matching based on DTW and to the SVM. The two techniques will be now briefly reminded.

4.1. DTW-based speech recognition

The DTW algorithm makes possible to measure the dissimilarity between two sequences of different length. The algorithm is based on dynamic programming principles and it will be here briefly reminded: for an exhaustive discussion, refer to [2].

Denoting with $X$ and $Y$ two speech utterance represented by the sequences of feature vectors $(x_1, x_2, \ldots, x_I)$ and $(y_1, y_2, \ldots, y_J)$ respectively, the objective of DTW is to calculate a measure of their dissimilarity. This can be defined in terms of the short-time spectral distortion $d(x_i, y_j)$, that in this paper is represented by the Euclidean distance between the two feature vectors. Denoting $d(x_i, y_j)$ with $d(l_i, l_j)$ for simplicity of notation, where $l_i = 1, 2, \ldots, T_x$ and $l_j = 1, 2, \ldots, T_y$, the global dissimilarity between the two patterns can be defined as

$$d(X, Y) = \min_{\phi} d_{\phi}(X, Y) = \min_{\phi} \left\{ \sum_{k=1}^{T_x} d(\phi_x(k), \phi_y(k))m(k)/M_{\phi} \right\},$$

where $\phi = (\phi_x, \phi_y)$ is the pair of warping function that maps the pattern $X$ to the pattern $Y$, $m(k) \leq 0$ is a weighting coefficient and $M_{\phi}$ is a normalizing factor.

The complete DTW algorithm is derived from the above definitions and imposing a set of time-normalization constraints. Without entering into the details, the constraints allow the
dissimilarity \( d(\mathbf{X}, \mathbf{Y}) \) to be redefined as

\[
d(\mathbf{X}, \mathbf{Y}) = \frac{D(T_x, T_y)}{M_\phi}.
\]

The algorithm for calculating the global distance in the grid beginning at \((1, 1)\) and ending at \((T_x, T_y)\) is the following:

1. **Initialization:**
   \[
   D(1, 1) = d(1, 1)m(1).
   \]

2. **Recursion:** For \(1 \leq i_x \leq T_x, \ 1 \leq i_y \leq T_y
   \[
   D(i_x, i_y) = \min \left\{ D(i_x-1, i_y) + d(i_x, i_y), \right.
   \]
   \[
   \left. D(i_x-1, i_y-1) + 2d(i_x, i_y), \right. \]
   \[
   \left. D(i_x, i_y-1) + d(i_x, i_y) \right\}.
   \]

3. **Termination:**
   \[
   d(\mathbf{X}, \mathbf{Y}) = \frac{D(T_x, T_y)}{M_\phi}.
   \]

Note that in Eq. (18), Sakoe and Chiba [2] local constraints and slope weights have been applied. The DTW algorithm here described has been implemented in Matlab code and employed in all the experiments described in later sections.

In DTW-based speech recognition, the class label of an input utterance is determined selecting the sentence whose template has the smallest distance with the input utterance pattern. The problem with this solution is that, whatever the user spoke, the system will always produce a recognition result. In other words, the problem with this solution is that, whatever the user spoke, the system is not able to discriminate between in-domain utterances and out-of-domain ones. The system will always produce a recognition result. In other words, the system is not able to discriminate between in-domain utterances and out-of-domain ones. The problem can be overcome accepting the outcome only if the output distance is below a predefined threshold. Such a threshold is estimated from the distributions of the distances of the true positive examples (i.e., the set \( T \)) and of the true negative ones (i.e., the set \( O \)). Fig. 5 shows an example of the two distributions, which for simplicity are assumed Gaussians: the threshold value can be chosen determining the intersection point between the two distributions. Since the two distributions overlap, a certain percentage of false positives (i.e., incorrectly accepted out-of-domain utterances) and of false negatives (i.e., incorrectly rejected in-domain utterances) have to be taken into account.

![Fig. 5. Distributions of true positives and true negatives distances.](image)

### 4.2. SVM-based speech recognition

A survey on SVM applied to speech recognition tasks has been presented in [35]. SVMs are binary classifiers that decide whether an input vector \( \mathbf{x} \) belongs to class \(+1\) or to class \(-1\) based on the following discriminant function:

\[
f(\mathbf{x}) = \sum_{i=1}^{N} \alpha_i t_i K(\mathbf{x}, \mathbf{x}_i) + d,
\]

where \( t_i \in \{+1, -1\} \), \( \alpha_i > 0 \) and \( \sum_{i=1}^{N} \alpha_i t_i = 0 \). The terms \( \mathbf{x}_i \) are the “support vectors” and \( d \) is a bias term that together with the \( \alpha_i \) are determined during the training process of the SVM. The kernel function \( K(\cdot, \cdot) \) can assume different forms [36]. In this work, the radial basis function (RBF) kernel \( K(\mathbf{x}, \mathbf{x}_i) = \exp(-\gamma \|\mathbf{x} - \mathbf{x}_i\|^2) \) has been employed. The input vector \( \mathbf{x} \) is classified as \(+1\) if \( f(\mathbf{x}) \geq 0 \) and \(-1\) if \( f(\mathbf{x}) < 0 \).

As with ELM, SVM classifies input utterances based on the DTW distances or on the vectorized outer product of trajectory matrix. For SVM, several alternatives have been proposed to deal with variable length input sequences [9]. However, in this work we adopt the same strategies employed for ELM so that the performance depends only on the classifiers.

Since SVMs are binary classifiers, a strategy must be adopted also to deal with multiclass problems. The most popular techniques are “one versus one” and “one versus all”: in this work, the “one versus all” technique has been employed. LIBSVM [37] has been employed both in the training and testing phases of the SVM. For selecting the values of the \( C \) and \( \gamma \) parameters, a grid search has been performed as suggested in [37].

### 5. Experiments

Two corpora have been employed to evaluate the proposed approaches: TIDIGITS [22] and ITAAL [23]. In TIDIGITS, the algorithms have been evaluated in an isolated digit recognition task. ITAAL is a recently developed speech corpus of distress calls and home automation commands in Italian, and it has been employed to assess the performance in a more realistic scenario. In both experiments, the speech signals have been downsampled to 16 kHz.

Due to class unbalance, the performance has been assessed using the average \( F_1 \)-Measure defined as

\[
F_1 = \frac{1}{N_i} \sum_{i=1}^{N_i} F_1(i),
\]

where \( N \) is the total number of classes and \( F_1(i) \) is the \( F_1 \)-Measure of class \( i \). The \( F_1 \)-Measure of class \( i \) is calculated from its precision \( P(i) \) and recall \( R(i) \):

\[
P(i) = \frac{A(i, i)}{\sum A(i, j)}
\]

\[
R(i) = \frac{A(i, i)}{\sum A(j, i)}
\]

\[
F_1(i) = \frac{2P(i)R(i)}{P(i) + R(i)}
\]

where \( A(i, j) \) represents the number of times that the true class label \( i \) has been classified as class \( j \) (i.e., \( A(i, j) \) is the element of row \( i \) and column \( j \) of the class confusion matrix).

Regarding the parameters of feature extraction pipelines, the MFCC one has been configured as follows:

- pre-emphasis coefficient (\( \mu \)): 0.97;
- frame-size/frame-shift: 25 ms/10 ms;
- number of filters in the mel-filterbank: 23.
The PNCC pipeline has been configured similar to the MFCC one, with the only difference being the number of filters of the gammatone filterbank, which has been set to 40. The remaining parameters have been set as in [20].

The experiments report the best performance achieved varying the algorithm parameters. Regarding ELM, the number of neurons has been varied from 10 to 1000 with an increment of 10 neurons at each iteration. Optimal values of the ELM kernel and SVM parameters C and γ have been selected using a grid search as suggested in [37]. In particular, C has been varied from $2^{-5}$ to $2^{15}$ and γ from $2^{-15}$ to $2^{3}$ incrementing the exponent by 2 at each iteration.

As aforementioned, the LIBSVM [37] implementation of SVM has been used in the experiments. Regarding ELM and ELM kernel, they have been implemented in ANSI C language based on the reference Matlab code available here [38].

5.1. Experiments on the TIDIGITS corpus

The data set of this experiment combines the original training and testing sets of the TIDIGITS corpus. This dataset has been divided into two sets, one containing single-digits utterances having a total duration of 79.96 s and the other containing sequences of digits utterances having a total duration of 424.26 s. Single-digits utterances represent in-domain sentences (i.e., the set $C$), while multiple-digits ones represent out-of-domain sentences (i.e., the set $C'$) that have to be discarded. The total number of speakers is 225, with 111 males and 114 females. The number of utterances per speaker is 77, with 22 single-digit utterances, and 55 multiple-digits utterances. The experiment has been conducted using 9-fold cross-validation, with each fold composed of 25 speakers. The parameters values employed for obtaining the reported results are shown in Table 1.

Table 2 shows the results obtained with MFCC and PNCC coefficients (highest $F_1$-Measures are shown in bold). Observing the values, it is evident that the performance obtained using the two features is very close. This result could be expected, since the TIDIGITS corpus has been recorded in quiet conditions, so both training and testing signals are noise and reverberation free. PNCC coefficients are particularly effective when testing signals are distorted with additive noise or reverberation, so it is reasonable that their performance is very close to the MFCC one.

Comparing the results of ELM, ELM kernel and SVM, it can be noticed that both when features and distances are employed for classification, ELM kernel and SVM perform similarly and they outperform the ELM algorithm. In distance-based classification, SVM slightly outperforms ELM kernel, while in features-based classification the opposite occurs. Comparing features- and distance-based classification, ELM and SVM perform better with the former, while ELM kernel gives similar results. All the approaches outperform DTW both with MFCCs and PNCCs, and with features- and distance based classification.

5.1.1. Evaluation of execution times

The advantage of ELM respect to SVM is mostly speed than accuracy, so it is worth analyzing the performance of the algorithms also in terms of training and testing execution times. The performance here is evaluated in terms of “Real-Time Factor” (RTF), defined as the ratio between execution time and the duration of the data set. Measures have been conducted on a PC equipped with an Intel Core i7-3520 M CPU running at 2.90 GHz and with 8 GB of RAM. Note that differently from [13], here the training execution time does not include the time spent for parameter tuning.

The results are shown in Table 3. It is evident from the values that ELM and ELM kernel are the most performing algorithms both in the distance-based classification and in features-based one.

5.2. Experiments on the ITAAL corpus

ITAAL is an Italian corpus of home automation commands and distress calls spoken by 20 native Italian speakers (10 males, 10 females) [23]. Each utterance has been acquired with a close-talking microphone and with an array composed of four microphones. In this set of experiments, the recognition performance is evaluated on the close-talking microphone signal and on the central microphone signal of the array. The reverberation time of the acquisition room was 0.72 s. The average signal-to-noise ratio of the close-talking microphone signals is 51.46 dB, and the one of the distant microphone signals is 34.08 dB. Each person spoke the corpus sentences standing in front of the microphone array at a distance of 3 m and she/he was asked to read three times 15 home automation commands, 5 distress calls, both in normal and shouted conditions. The vocabulary is composed of 24 words. Additional details of ITAAL are provided in [23].

Audio samples are available at url: http://www.a3lab.dii.univpm.it/projects/itaal
In this task, distress calls represent the set $I$, i.e., they are considered as in-domain sentences that should be accepted and classified correctly. Home automation commands represent the set $O$, i.e., they are the out-of-domain utterances that should be discarded. The data for each speaker, microphone and vocal effort consists in 15 in-domain utterances (5 distress calls each repeated three times) and 15 out-of-domain utterances (1 repetition of the 15 home-automation commands). As with the TIDIGITS corpus, the experiments have been performed with cross-validation (20 folds, i.e., leave-one-out). The parameters values employed for obtaining the reported results are shown in Tables 4 and 6.

Table 5 shows the results obtained on headset microphone signals, while Table 7 the ones obtained on the distant microphone signals. Highest values are shown in bold. The advantage of using PNCCs instead of MFCCs is particularly evident in DTW, and in distance-based classification, where the algorithms reach an average performance improvement of about 5% with respect to MFCCs. On the other hand, in features-based classification the advantage of using PNCCs is not so evident and the algorithm taking most of the advantage from them is ELM kernel, where the $F_1$-Measure increases of 1.5%.

Distance-based classification is the most performing approach, in particular when coupled with PNCC coefficients. On average, ELM, both with MFCCs and with PNCCs, benefits the most from using distance-based classification, with an average performance improvement of 7.86% with MFCCs and 12.88% with PNCCs. On the contrary, ELM kernel performance is similar when MFCCs are employed, while with PNCCs the performance improvement amounts to 4.54%. The same can be observed with SVM, where the performance improvement with PNCCs is 4.48%.

Comparing ELM-based approaches with SVM, on average the most performing algorithm is ELM kernel which gives a performance improvement of more than 1% both with MFCCs and PNCCs in distance classification. Overall, the most performing approach is ELM kernel with distance-based classification.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Distant, Normal</th>
<th>Distant, Shout</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>88.46</td>
<td>89.47</td>
</tr>
<tr>
<td>PNCC</td>
<td>84.43</td>
<td>85.12</td>
</tr>
</tbody>
</table>

5.2.1. Evaluation of execution times

As in the experiments with TIDIGITS corpus, the performance of ELM and SVM algorithms has been evaluated in terms of RTF. Table 8 shows the obtained results. Observing the values, the same conclusions of TIDIGITS experiments can be drawn: ELM is the faster algorithm both in the training and testing phases, and both with in the distance-based and in the features-based approach. ELM kernel is about twice slower than ELM, while SVM remains the slowest algorithm.

6. Conclusions

This paper presented an ELM approach for the automatic classification of spoken utterances, with particular attention to distress calls recognition for emergency state detection. Both baseline ELM
and ELM with kernels approaches have been assessed, and two techniques for normalizing the length of input utterances have been employed: the first is based on DTW-distances and the second of the outerproduct of trajectory matrix. As low-level features, two alternatives have been implemented and tested: MFCs, i.e., the popular choice in most of today’s automatic speech recognition systems, and PNCCs, a recently proposed feature set that increases the robustness of the system against acoustic distortions. The ELM-based approaches have been compared with DTW-based speech recognition and with SVM on the TIDIGITS and ITAAL corpora. The results demonstrated that ELM kernel coupled with PNCCs and classification based on DTW distances achieves superior or comparable performance respect to SVM under all the addressed acoustic conditions, with reduced training and testing times.

In future works, experiments will be carried out to evaluate the system in mismatched conditions, e.g., creating templates using headset signals and testing using distant microphone signals. The system in mismatched conditions, e.g., creating templates using reduced training and testing times.

Finally, the use of common-sense computing will be also investigated. In addition, performance will be evaluated varying the number of available data for training the ELM, and alternative ELM algorithms will also be considered [18]. Finally, the use of common-sense computing [39] will be explored in order to perform the automatic classification of spoken utterances at content-, concept-, and context-level [43].
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