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a b s t r a c t

With the growth of social platforms in recent years and the rapid increase in the means of com-
munication through these platforms, a significant amount of textual data is available that contains
an abundance of individuals’ opinions. Sentiment analysis is a task that supports companies and
organizations to evaluate this textual data with the intention of understanding people’s thoughts
concerning services or products. Most previous research in Arabic sentiment analysis relies on word
frequencies, lexicons, or black box methods to determine the sentiment of a sentence. It should be
noted that these approaches do not take into account the semantic relations and dependencies between
words. In this work, we propose a framework that incorporates Arabic dependency-based rules and
deep learning models. Dependency-based rules are created by using linguistic patterns to map the
meaning of words to concepts in the dependency structure of a sentence. By examining the dependent
words in a sentence, the general sentiment is revealed. In the first stage of sentiment classification,
the dependency grammar rules are used. If the rules are unsuccessful in classifying the sentiment,
the algorithm then applies deep neural networks (DNNs). Three DNN models were employed, namely
LSTM, BiLSTM, and CNN, and several Arabic benchmark datasets were used for sentiment analysis. The
performance results of the proposed framework show a greater improvement in terms of accuracy and
F1 score and they outperform the state-of-the-art approaches in Arabic sentiment analysis.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

Sentiment Analysis (SA) is currently the focus of considerable
nterest from industry and academia. With the ubiquity of social
edia platforms on the Internet, many people can express their
pinions or feelings about a product, brand or service via text.
onsequently, a huge amount of unstructured data is available by
ay of the Internet. Understanding whether the sentiment found

n a text is positive or negative can be a challenging task.
According to [1], Sentiment Analysis is defined as ‘‘the field

f study that analyzes people’s opinions, sentiments, evaluations,
ppraisals, attitudes and emotions concerning entities such as
roducts, services, organizations, individuals, issues, events, top-
cs, along with their attributes’’. SA is classified into three distinct
evels, specifically document, sentence and aspect levels [2,3].
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There are three approaches applied in the literature to classify
the sentiment of a given review: supervised, unsupervised or hy-
brid. Supervised approaches (also called corpus-based
method), typically require a labeled dataset to build the clas-
sification model. Unsupervised approaches (also called lexicon-
based method) rely on lexicons such as dictionaries, while hybrid
approaches combine supervised and unsupervised approaches
[2].

In lexicon-based methods, sentiment analysis counts the sen-
timent terms in the review to determine the general sentiment
for a given review. However, this approach does not take into
account word order or dependency relations between words,
which have an important function in identifying the general
sentiment of ‘‘ ’’, ‘‘ The book is old but the
story is interesting’’. In this example, although the reviewer has
expressed a negative sentiment in the first part of the review,
the general sentiment of the review is positive. Therefore, the
general sentiment of the review depends on the sentiment of the
term and the relative terms, as well as on the dependency rela-
tions between these terms. Interestingly, the general sentiment

of the review above is neutral when the review is analyzed using
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azajak [4], an Arabic sentiment analysis system based on deep
earning models.

Furthermore, classifying sentiments based on dependency re-
ations, i.e., linguistic rules, provides a logical explanation of why
he review has that sentiment and maintains decision trans-
arency with respect to that prediction. This is in contrast to
lack-box models, for instance deep learning models, which yield
igh accuracy without any justification or in which features are
sed in the prediction since the feature engineering is performed
mplicitly by the model.

To overcome these limitations, a hybrid framework for Arabic
entiment analysis is proposed that combines dependency-based
rammatical rules with deep learning models. Arabic
ependency-based rules are based on linguistic structures that
llow mapping sentiment terms to concepts based on the depen-
ency structure of a sentence. This proposed framework evolved
rom an insight obtained from the framework developed by [5]
hich is applied in the Persian language.
Several experiments are conducted on corresponding Arabic

entiment analysis datasets, and the hybrid Arabic sentiment
nalysis framework is compared to Logistic Regression (LR), Sup-
ort Vector Machine (SVM), Deep Neural Networks (DNN) in-
luding Convolutional Neural Networks(CNN), Long–Short Term
emory (LSTM) and Bidirectional Long–Short Term Memory (BiL-
TM). The comparative results demonstrate that the hybrid ap-
roach outperforms other methods.
Arabic dependency-based rules are not able to classify the en-

ire dataset because term sentiment was not available in the lex-
con or the rules were not triggered for some reviews. Therefore,
hybrid Arabic sentiment analysis is proposed.
The paper makes the following main contributions:

. An innovative approach to Arabic sentiment analysis based on
dependency rules. These rules are fully explainable and explore
the terms and dependencies more comprehensively to provide
a justification for each production. Thus, understanding the
model predictions in an interpretable way can provide trust
and transparency.

. A comparative analysis of the proposed hybrid Arabic Sen-
timent Analysis framework with Logistic Regression, Support
Vector Machine, Convolutional Neural Network, Long–Short
Term Memory and Bidirectional LSTM.

. An ablation study of the proposed Arabic dependency rule-
based approach on different datasets illustrating the signifi-
cance of each rule.

. A solution for the limitation of unclassified reviews with the
Arabic dependency rule-based approach by combining the
rules with DNN models.

The remainder of the article is organized as follows: Section 2
reviews the literature on sentiment analysis. Section 3 provides a
detailed methodology and Arabic dependency-based rules.
Section 4 describes a hybrid framework that combines Arabic
dependency-based rules with deep learning models. Section 5 de-
scribes the performance evaluation and results. Finally,
Section 6 is the conclusion and provides recommendations for
future research.

2. Review of literature

This section surveys the literature on English sentiment anal-
ysis, Arabic sentiment analysis and dependency-based rules.
2

2.1. English sentiment analysis

Most research in sentiment analysis focuses on the English
language because it is the most widely spoken language in the
world. One of the earliest studies in the field of English sen-
timent analysis [6] analyzed a dataset of IMDB movie reviews
for positive and negative sentiment analysis. In this study, the
hand-engineered features were examined using machine learn-
ing techniques, namely Naive Bayes (NB), SVM and Maximum
Entropy (ME). The evaluation results of the machine learning
methods outperformed the human-generated baselines. In one
of the initial works on sentiment classification in microblogging
services such as Twitter, [7] used the same machine learning clas-
sifiers as [6] and added hand-engineered features that matched
the unique features of Twitter. The paper also described the
preprocessing steps required in the implementation of machine
learning classifiers. The classifier that had the highest accuracy
in this study was SVM with over 80%. [8] integrated linguistic,
lexicon and micro-blogging features to identify the sentiment
of Twitter sentences. Several experiments were conducted with
several selected features.

In 2013, The International Workshop on Semantic Evaluation
(SemEval) held a competition on sentiment analysis in Twitter
(SemEval-2013) to address the lack of suitable datasets which
could be used for comparison purposes [9]. SemEval-2013 was
followed by further contests namely, SemEval-2014 [10],
SemEval-2015 [11], SemEval-2016 [12] and SemEval-2017 [13].

Deep learning has been explored for sentiment analysis and
has shown excellent performance [14]. The SwissCheese model,
implemented by [15], performed best on SemEval-2016 by train-
ing two layers of convolutional neural networks and combining
their results in a random forest classifier. The two layers had
similar architectures but differed in hyperparameters and word
embedding, Word2Vec and GloVe, respectively. [16] used two
layers of BiLSTM architecture with an attention mechanism in the
last layer to capture important terms. This model achieved the
best performance results on SemEval-2017 [13]. The study by [17]
developed a convolutional stacked BiLSTM with a multiplicative
attention mechanism for the purpose of detecting aspect category
and sentiment polarity. The evaluation of the model was carried
out as a multiclass classification. Both the SemEval-2015 and
the SemEval-2016 datasets were utilized in the evaluation of the
model. In aspect-based sentiment analysis, the model performed
better than the state-of-the-art results.

Ensemble models were also explored by [18] to enhance the
evaluation metrics of sentiment analysis utilizing DNN models.
In this study, the authors predicted the sentiment of IMDB movie
reviews and the SST2 dataset by averaging the probability scores
of CNN and BiLSTM. The BiLSTM captured the forward and back-
ward context and the CNN extracted the local information. The
evaluation results showed that the ensemble model performed
better in terms of accuracy than the two models when used inde-
pendently. Another ensemble model proposed by [19] combined
both bidirectional LSTM and GRU with CNN. It also applied the
attention mechanism to the outputs of the bidirectional layers to
focus on important words in the text. Unlike the model of [18],
the features extracted from the bidirectional layers were concate-
nated and then used in the CNN to capture the local structure. The
results showed that the model performed well in classifying both
short tweets and long reviews.

Other research has combined different DNN models to im-
prove sentiment analysis. For example, [20] proposed a novel
LSTM-CNN model based on hyperparameter optimization to pre-
dict sentiment analysis for two datasets, IMDB movie reviews and
Amazon. In their work, the model was implemented using a grid-
search approach and compared with CNN, KNN, LSTM, CNN–LSTM
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nd LSTM–CNN. The results showed that the model outperformed
he baselines.

A single layer of BiLSTM with a global pooling mechanism was
mployed by [21] on three datasets. The results were competitive
ith state-of-the-art models. The authors concluded that using
ne layer of BiLSTM was computationally efficient and beneficial
or a real-time application such as sentiment analysis.

.2. Arabic sentiment analysis

There are three main approaches used in Arabic sentiment
nalysis: lexicon-based, corpus-based, and hybrid methods
22,23]. The lexicon-based method generally determines the po-
arity of sentences by measuring the sentiment words in the
entence. It usually uses predefined lexicons with annotated
entiment words [24].
In [25], a lexicon-based method for Arabic sentiment analysis

as developed. The authors created 120,000 of their own terms.
he system was tested on their collected tweets and achieved 87%
ccuracy.
The corpus-based method, also termed machine learning, is

rimarily based on a corpus and machine learning algorithms.
n this method, the classifier is trained to predict the sentiment
f the sentences [24]. Although several machine learning algo-
ithms have been used to classify Arabic sentiment analysis, only
hree algorithms have shown good performance: SVM, K-Nearest
eighbor (KNN) and NB [26–28].
Deep learning non-contextual embeddings have also been ex-

lored in Arabic sentiment analysis and have shown excellent
erformance. The most important aspect of deep learning is that
t works efficiently without feature engineering [24]. The study
y [29] investigated four different architectures based on deep
earning algorithms. The evaluation of the proposed models con-
irmed that the Recursive Auto Encoder (RAE), outperformed all
ther models. A study by [30] demonstrated a health services
ataset which was collected from Twitter. Several deep learning
nd machine learning algorithms were investigated for sentiment
nalysis classification. The results showed that the deep learning
pproaches exhibited a promising performance and the results
utperformed the SVM classifier.
Furthermore, [31] highlighted the integrating of CNN and

STM deep learning models and tested the hybrid architecture
n three benchmark datasets, namely Arabic Health Services
ataset (AHS) [30], ArTwitter [32] and Arabic Sentiment Tweets
ataset (ASTD) [27]. [33] evaluated the CNN and LSTM model
long with different preprocessing techniques on a Moroccan
ialect dataset manually collected from different social media
ources. The performance results indicated that the deep learning
pproaches outperformed the classical approaches. Additionally,
Bidirectional LSTM network was investigated by [34] with the
im of enhancing Arabic sentiment analysis. The results of several
enchmark datasets demonstrated the usefulness of this model
n sequential data and in extracting contextual information in
oth forward and backward sequences.
Ensemble models were explored by [35] using deep learn-

ng models. In this framework, the authors predicted the sen-
iment of an ASTD dataset using soft voting, where the CNN
nd LSTM outputs were averaged to obtain the final results. The
valuation results revealed that the ensemble model achieved
etter scores in terms of accuracy and F1-score than the two
odels when they were used independently. Another ensemble
odel proposed by [36] integrated word embeddings with hand-
ngineered features. The architecture was evaluated on several
atasets, specifically the SemEval 2017 [13], AraSenTi [37] and
STD [27] for Arabic tweets, and outperformed previous results
n all these datasets.
3

Much previous research into determining the sentiment of an
Arabic sentence relied on word frequencies, lexicons or black-
box methodologies. Clearly, semantic relations and dependencies
between words are not taken into account in these approaches.
However, some studies did use lexical rules in sentiment anal-
ysis [38,39]. The main objective of these studies was to analyze
the effect of inverters such as negation to classify sentiment using
machine learning approaches.

2.3. Dependency grammar based rules sentiment analysis

To the best of our knowledge, the study by [5] was the first
model combining dependency-based rules and DNN algorithms in
the Persian language. It involved the dependency grammar based
rules in the first stage of classifying the sentiment. Then, if the
rules failed to classify the sentence, the algorithm used DNNs. In
this study, two types of DNNs were used: CNN and LSTM. The
results showed that their framework outperformed the state-of-
the-art approaches in benchmark datasets for Persian product and
hotel reviews.

3. Methodology

In this section, the innovated Arabic dependency-based rules
for Arabic sentiment analysis are explained.

To explain the framework’s methodology, the following exam-
ple will illustrate the concept. If the frequency of the positive and
negative words is employed to determine the sentiment of the
example review, ‘‘The book is very old but the story is not bad’’
‘‘ ’’, the review will be categorized as
negative due to the negative words ‘‘old’’ and ‘‘bad’’ ‘‘ ’’ and
‘‘ ’’, even though the general sentiment of the review is positive
given that the dependent tokens ‘‘but’’ and ‘‘not’’ appeared in
the review. However, in the dependency-based rules approach,
the dependent tokens are considered in the review and deter-
mine the general sentiment. Typically, the token ‘‘ ’’ ‘‘very’’
following ‘‘ ’’ ‘‘old’’, does not switch the general sentiment, but
the negation particle ‘‘ ’’ ‘‘not’’ and the negative token ‘‘ ’’
‘‘bad’’ switches the general sentiment to positive. Furthermore,
the existence of the token ‘‘ ’’ ‘‘but’’ results in considering the
sentiment of the second part after ‘‘ ’’ ‘‘but’’. Fig. 1 explains the
logical flow of the sentiment in order to determine the general
sentiment for this review. For more details, see Section 3.1.

3.1. Arabic dependency-based rules

In this section, we describe innovative Arabic dependency-
based rules for sentiment analysis.

1. Sentiment Inversion
Trigger: when a review contains one of the Arabic negation par-
ticles.

There are many forms of negation in Arabic. In Standard Ara-
bic, there are five known elements for negation, as shown in
Table 1.

Negation in a review can be considered as a switch operator.
For instance, when a negation particle is employed with a positive
verb, the review’s general sentiment is negative, and when a
negation particle is employed with a negative verb, the review’s
general sentiment is positive. For instance, in ‘‘The customer
does not like the service’’ ‘‘ ’’, the general review’s
sentiment is negative.

Since the dialectal words ( and ) have the same meaning
as ‘‘ / ’’ ‘‘laysa’’, they have been added in this rule.
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Fig. 1. The logical flow of sentiment.
Table 1
Sentiment inversion particles.
Negation particle Pronunciation Usage Example in Arabic Translation

lA For present form The customer does not like the service.

lam For past form The customer did not like the service.

mA For past form The customer did not like the service.

lan For future form The customer will not like the service

Laysa
laysat

For noun-verb form The service is not good
,

2. Adversative Clause
Trigger: the adversative words such as ‘‘but’’ ‘‘ ’’, ‘‘although’’
‘‘ ’’or ‘‘however’’ ‘‘ ’’ are used to join two opposite
entences.
The reviews are divided into two segments depending on

he appearance of a word such as ‘‘but’’, and the sentiment
f the second segment is taken into account. For instance, in
he review, ‘‘The car is really good but it‘s very expensive’’
‘ ’’, the first segment in advance of the word
‘‘but’’ is positive, whereas the second segment is negative. There-
fore, the review’s general sentiment is negative. Likewise, in ‘‘The
car is really costly but it‘s very luxurious’’ ‘‘ ’’
the first segment of the review is negative, whilst the second
segment is positive. Hence, the review’s general sentiment is
positive.

3. Adverbial Clause
Trigger: if a review includes an adverbial clause like ‘‘whereas’’
‘‘ ’’.

The action of ‘‘whereas’’ ‘‘ ’’ in a review is like the word
‘but’’. If a review includes ‘‘whereas’’, the review is divided into
wo segments. The sentiment of the second segment is regarded
s the general review’s sentiment. For example, ‘‘In the user
uide, they said the camera has a zoom lens, whereas the lens
s without the zoom’’
‘ ’’. The sentiment of
he first segment is positive and the sentiment of the second seg-
ent is negative. For this reason, the review’s general sentiment

s negative.

. Exclamation Clause
rigger: when a review starts with ‘‘ ’’ ‘‘mA’’ to express exclama-
ion such as surprise or strong emotion in the Arabic language.

In this case, ‘‘ ’’ is not regarded as a negation particle. For
xample, if the ‘‘ ’’ particle is followed by a positive word, the
4

general review’s sentiment is positive and if the ‘‘ ’’ particle is
followed by a negative word, its general sentiment is negative.
For example, with respect to ‘‘what a beautiful book ‘‘ ’’,
the general review’s sentiment is positive because of the word
‘‘beautiful’’ ‘‘ ’’.

5. Superlative Clause
Trigger: when a review has a noun on the pattern ‘‘ ’’ to repre-
sent the best or worst action.

A superlative clause is used to represent concepts, such as
best design, worst doctor, etc. For example, ‘‘This book is one of
the best I have read’’ ‘‘ ’’. The general review’s
sentiment depends on the sentiment of the noun on the pattern
‘‘ ’’. In this instance, the sentiment of ‘‘best’’ ‘‘ ’’ is positive.
Hence, the general review’s sentiment is positive.

6. Joint noun and adjective
Trigger: when a review includes joint noun and adjective.

If there is a connection between the noun and the adjective,
both words are considered in the review. The sentiment of the
adjective is taken into account. For example, ‘‘The bag is new’’
or ‘‘The bag is old’’ ‘‘ ’’ or ‘‘ ’’. There is a subject
relationship between ‘‘bag’’ and ‘‘new or old’’.

7. Preposition rule
Trigger: when a review has the preposition ‘‘against’’ ‘‘ ’’.

Although the preposition ‘‘against’’ ‘‘ ’’ is normally employed
in negative reviews, it can also be employed in positive re-
views. Generally, if an action comprises a positive sentiment
‘‘A group of scientists presented a report on their discovery of
drugs’’ ‘‘ ‘‘ and is followed by
a negative preposition modifier ‘‘ against infectious diseases’’
’’ ’’, the general review’s sentiment is changed to
positive. Conversely, if an action comprises a negative state-
ment ‘‘Israel launched a war’’ ‘‘ ’’ and is followed
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Table 2
Preposition ‘‘against’’ rule summary.
Sentence before ‘‘ ’’
sentiment

Sentence after ‘‘ ’’
sentiment

General
sentiment

Example in
Arabic

Translation

Positive Negative Positive A group of scientists presented a
report on their discovery of drugs
against infectious diseases.

Negative Positive Negative A conspiracy against honest
people.

Negative Neutral Negative Israel launched a war against
Palestine.

Neutral Negative Negative Governments against nuclear
reactors.
by a negative preposition modifier ‘‘against Palestine’’ ‘‘ ’’,
he general review’s sentiment is changed to negative. Table 2
ummarizes the preposition ‘‘ ’’ rule.

. Adverbial/Adjective Sub-rule
rigger: The noun ‘‘ ’’ ‘‘other than’’ can be followed by adverbs
r adjectives to express contradiction or negation. It can represent
‘not, non-, un-, dis-, in-’’ in the English language.

If positive adverbs or adjectives are followed by ‘‘ ’’, the
entiment of the concept can be changed to negative and vice
ersa. For example, in ‘‘I am not happy today’’ ‘‘ ’’,
he sentiment of the review is negative because the noun ‘‘ ’’
ppears in the review.

. Other Rules
From exploring the reviews on social media, we found three

ypes of rules: Supplications, Aggressive Words and Apologetic
eelings.

.1 Supplications
rigger: when the review has one of the words generally used
uring prayer in Arabic supplications, such as ‘‘ ’’ ‘‘Oh God’’,
‘ ’’ ‘‘My God’’, ‘‘ ’’ ‘‘Oh Lord’’ and ‘‘ ’’ ‘‘Amen’’. In this case,
he general review’s sentiment is positive.

.2 Aggressive Words
rigger: when the review has an aggressive word typically em-
loyed in Arabic reviews, for instance ‘‘ ’’
‘Damned’’ and ‘‘ ’’ ‘‘Damn you’’. In this case, the general
eview’s sentiment is negative.

.3 Apologetic Feelings
rigger: when the review has apologetic words, such as ‘‘ ’’
‘Unfortunately’’, ‘‘ ’’ ‘‘I’m sorry’’ ’’and ‘‘ ’’ ‘‘sorry’’. If these
ords exist at the beginning or near the end of the review, the
eneral review’s sentiment is negative.
Table 3 provides a summary of the Arabic dependency-based

ules.

. Hybrid framework

In this section, we discuss the details of our hybrid framework
hat combines Arabic dependency-based rules and Deep Learning
odels.

.1. Framework overview

The framework integrates Arabic dependency-based rules and
deep learning based model. Unclassified reviews from Arabic
5

dependency-based rules will feed into the deep learning based
model. Algorithm 1 demonstrates the proposed hybrid approach.

The first step regarding the framework is preprocessing each
review then tokenizing and recognizing the Part-of-Speech tag-
ging (PoS tags) for each token based on each rule as a bag of
concepts. The tokens’ sentiments of the dependency concepts
will feed into the triggered rule. If the rule classifies the review,
the framework will return the review sentiment. For the reviews
that were not classified by the dependency rules because the
token sentiment was not available in the lexicon or no rules were
triggered, the reviews are input to the selected DNN algorithm
to obtain the reviews’ sentiments. Fig. 2 illustrates the proposed
framework.

4.2. Deep Neural Networks (DNNs)

This section presents the DNN models used in the proposed
hybrid framework and the same models used independently for
a comparative study.

4.2.1. Long Short-Term Memory (LSTM)
LSTM is the most popular Recurrent Neural Network (RNN)

model that has been successfully used in sentiment analysis with
recognizable results. This model can handle long-term dependen-
cies due to its internal memory. Therefore, it is often used with
sequential data.

The LSTM consists of an input gate, a memory, an output
gate and a forget gate. The goal of the memory is to remember
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Table 3
Summary of the Arabic dependency-based rules.
Rule Behavior

Sentiment Inversion When negation is used with a positive word, the general review’s sentiment is negative
and when negation is used with a negative word, the general review’s sentiment is
positive.

Adversative clause A word such as ‘‘but’’ ‘‘ ’’ ‘‘although’’ ‘‘ ’’ or ‘‘however’’ ‘‘ ’’ is used in
the review. The reviews are divided into two segments and the sentiment of the
second part is considered.

Adverbial clause The review is divided into two segments by ‘‘ ’’ and the sentiment of the second
part is employed as the general review’s sentiment.

Exclamation clause When the ‘‘ ’’ particle is followed by a positive word, the general review’s sentiment is
positive and vice versa.

Superlative clause The general review’s sentiment depends on the sentiment of the noun on the pattern
‘‘ ’’. If the pattern is positive, the general review’s sentiment is positive and vice
versa.

Joint noun and adjective If there is a relationship between the noun and adjective, the sentiment of the
adjective will be considered.

Preposition When the word ‘‘against’’ ‘‘ ’’ appears in the review. The general review’s sentiment
is presented in Table 2.

Adverbial/Adjective sub-rule If positive adverbs or adjectives are followed by ‘‘ ’’, the sentiment of the concept
can be changed to negative and vice versa.

Other rules The sentiment of a review depends on the appearance of particular terms.
Fig. 2. The proposed framework.
revious data. Both the current and previous input are considered
hen making a prediction [40].
Our LSTM implantation is similar to the architecture used

n [41] for sentiment analysis. The LSTM network takes the sen-
ence as a sequence of words and returns the sentiment value as
ositive or negative. LSTM can be represented mathematically as
ollows:

t = f (Wh · xt + Uh · ht−1 + bh), (1)

here xt is the word embedding, Wh and Uh are weight matrices,
h is a bias, f (x) is a nonlinear function normally selected as tanh
nd, ht is the hidden state.

ft = σ (Wf · xt + Uf · ht−1 + bf ) (2)

it = σ (Wi · xt + Ui · ht−1 + bi) (3)

ot = σ (Wo · xt + Uo · ht−1 + bo) (4)

ct = ft ◦ ct−1 + it ◦ tanh(Wc · xt + Uc · ht−1 + bc) (5)

ht = ot ◦ tanh(ct ), (6)
6

where it is called the input gate, ft is the forget gate, ct is the
memory cell, σ is the sigmoid function, and ◦ is the Hadamard
product [34].

4.2.2. Bidirectional Long Short-Term Memory (BiLSTM)
Bidirectional Long Short-Term Memory [42] is another type of

RNN model. It consists of two stacked LSTMs; the first processes
the sequence forward and the second backward. The output is
computed based on the final hidden state hbilstm

t of both LSTMs.
BiLSTM can be represented as follows:

hbilstm
t = hforward

t ⊕ hbackward
t , (7)

where ⊕ is concatenation operator [34].

4.2.3. Convolutional Neural Networks (CNN)
The CNN model is primarily used in image and video classifi-

cations as well as in sequential data like text processing [43]. It
consists of convolutional and pooling layers, followed by a series
of fully connected layers. The convolutional layer has several
kernels in order to apply the convolution operation on input. It
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Table 4
Data preprocessing example.

Original review

Cleaning

Letter normalization

Elongation removal

Stop words removal

Stemming
then sends the result to the subsequent layer. In Natural Language
Processing (NLP) tasks, the text is usually represented as word
embeddings rather than pixels of the image [44]. The convolution
operation can be defined as follows:

ci = f

⎛⎝∑
j,k

wj,k(X[i : i+h−1]j,k ) + b

⎞⎠ , (8)

where X is a matrix dimension, w is a filtering matrix, h is the size
f the convolution, b is a bias term, f (x) is a non-linear function
sually chosen to be the ReLU function and the output c is a
oncatenation of the convolution operator [45].

. Performance evaluation

This section discusses the datasets, lexicons, data preprocess-
ng, evaluation metrics, environment setup and parameters, ex-
erimental setup, experimental results, and ablation study.

.1. Datasets

To evaluate the performance of the proposed framework, sev-
ral Arabic benchmark datasets are used.

rabic Sentiment Tweets Dataset (ASTD) [27]: ASTD consists
f approximately 10000 Egyptian tweets annotated as positive,
egative, neutral, and objective. The tweets were collected in
eptember 2013. As our interest is in positive and negative
lasses, the objective and neutral classes were removed creating
resultant set of 2482 unbalanced tweets, which we refer to as
STD-U. In addition, the balanced shape of the dataset ASTD-B
hich was sampled by [46], is used in our experiments. ASTD-B
onsists of 777 tweets belonging to positive class and 812 tweets
elonging to negative class.

rabic Jordanian General Tweets (AJGT) dataset [47]: The AJGT
ncludes two balanced classes, 900 positive and 900 negative
weets. Hence, there are 1800 in total in Modern Standard Ara-
ic (MSA) and the Jordanian dialect. The tweets were collected
n May 2016 by way of Twitter API. The dataset was manu-
lly annotated by two experts along with one extra expert for
onsultation.

rTwitter dataset [32]: It was collected using a tweet crawler
n several topics such as arts and politics written in MSA and
ordanian dialect. In our experiments, we used the same dataset
valuated by [46], which consists of about 2000 balanced classes
or positive and negative tweets.

.2. Arabic sentiment lexicons

Several Arabic sentiment lexicons are used collectively in our
xperiments. The first one is NileULex [48], which is Egyptian di-
lect and MSA terms. This lexicon has 5953 distinctive sentiment
7

terms for both negative and positive sentiments, where 45% of
the terms are Egyptian and 55% are modern standard Arabic. The
second lexicon is Ar-SenticNet created by [49] which comprises
a total of 48k terms. Some terms in Ar-SenticNet are built by
translating the English SenticNet_v4 into Arabic using wordnet
mapping, whereas other terms are translated using the Google
translate method. The third lexicon belongs to the Large-scale
Arabic Book Review (LABR) dataset [50]. LABR is a huge sentiment
analysis Arabic book review dataset which was collected from the
Goodreads website in the Egyptian dialect.

5.3. Data preprocessing

Typically, data preprocessing is the first step applied to the
raw data to prepare the text data for sentiment analysis. Table 4
provides an example of the preprocessing steps.

We applied the following steps in the dependency grammar-
based rules part:

• Cleaning: this step carries out general cleaning to remove un-
wanted text parts, including English letters and numbers, URLs,
mentions, retweets, hashtags, punctuation marks, extra spaces
and diacritics ‘‘Tashkeel’’.

• Letter normalization: this step unifies the letters in Arabic
which are normally written in several forms. For example,
(‘‘ ’’ replaced with ‘ ’), (‘‘ ’’ replaced with ‘ ’) and (‘‘ ’’ re-
placed with ‘ ’).

• Elongation removal: as social media reviews have a certain
writing style like repeating various characters which are used
to express strong negative or positive emotions, this step re-
turns the actual form of the word.

For the DNN part, we added the following steps along with the
previous preprocessing steps:

• Stop words removal: in this step, most words that carry no or
very little meaningful information are removed.

• Stemming: The Information Science Research Institute’s (ISRI)
stemmer is employed in the stemming step.

5.4. Evaluation metrics

Evaluation metrics commonly used in relation to sentiment
analysis are accuracy and F1 score.

• Accuracy: Accuracy describes how frequently the sentiment
rating predicted by the model is correct. Accuracy is calculated
as:

Acc =
TP + TN

TP + TN + FP + FN
, (9)

where TP, TN, FP and FN are true positive, true negative, false
positive and false negative, respectively.
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Table 5
Hyperparameters employed for DNN models.
DNN models LSTM cell Recurrent dropout Output dropout #Filters Filter size Hidden units

LSTM 64 0.2 0.2 – – –
BiLSTM 32 0.2 0.2 – – –
CNN – – – 250 3 250
Table 6
Summary of the evaluation results of the ASTD-U and ASTD-B test sets.

Approach ASTD- U ASTD- B

Recall Precision F1 Accuracy (%) Recall Precision F1 Accuracy (%)

Dependency-based rules 0.81 0.50 0.61 66.79 0.80 0.67 0.73 71.68

Baselines

LR (TF) 0.38 0.96 0.54 66.94 0.84 0.72 0.78 76.71
LR (TF*IDF) 0.58 0.87 0.69 73.76 0.81 0.79 0.80 80.43
SVM (TF) 0.16 1.00 0.27 56.40 0.82 0.62 0.70 66.15
SVM (TF*IDF) 1.00 0.52 0.68 51.65 0.80 0.80 0.80 80.43

Proposed
framework

LSTM Word Embedding 0.52 0.78 0.63 67.77 0.71 0.81 0.76 77.95
Hybrid 1: LSTM + Dependency-Based Rules Word
Embedding

0.88 0.84 0.86 85.12 0.89 0.87 0.88 88.20

LSTM fastText Embedding 0.48 0.81 0.61 67.36 0.82 0.87 0.84 84.67
Hybrid 1: LSTM + Dependency-Based Rules fastText
Embedding

0.88 0.86 0.87 85.95 0.90 0.87 0.88 88.51

BiLSTM Word Embedding 0.48 0.80 0.60 67.15 0.76 0.82 0.79 80.12
Hybrid 2: BiLSTM + Dependency-Based Rules Word
Embedding

0.87 0.85 0.86 85.54 0.90 0.88 0.89 89.44

BiLSTM fastText Embedding 0.55 0.80 0.65 69.63 0.77 0.79 0.78 78.57
Hybrid 2: BiLSTM + Dependency-Based Rules fastText
Embedding

0.89 0.85 0.87 86.16 0.91 0.86 0.89 88.51

CNN Word Embedding 0.50 0.79 0.62 67.56 0.69 0.77 0.73 74.84
Hybrid 3: CNN + Dependency-Based Rules Word
Embedding

0.88 0.86 0.87 86.36 0.89 0.87 0.88 88.19

CNN fastText Embedding 0.37 0.85 0.52 64.26 0.81 0.79 0.80 80.43
Hybrid 3: CNN + Dependency-Based Rules fastText
Embedding

0.86 0.87 0.87 86.36 0.91 0.87 0.89 89.13
• F1 score: Both precision and recall of test data are used to
calculate the F1 score. It is calculated as follows.

Precision =
TP

TP + FP
(10)

ecall =
TP

TP + FN
(11)

1 =
2(Precision × Recall)
Precision + Recall

(12)

.5. Environment setup and parameters

As the Python language has a number of APIs, we chose
his language to perform the performance evaluation through
oogle Colaboratory Environment. For reading and writing files,
he Pandas API was chosen. For the deep learning algorithm, we
sed Keras on the TensorFlow back_end deep learning platform.
or tokenization and PoS tagging, CAMeL Tools, an open source
ython toolkit developed by [51] was used.
Several hyperparameters and settings were explored to de-

ermine the optimal parameters. For all DNNs, the number of
pochs for all experiments is 5. For neural network regularization
nd to avoid the problem of overfitting, we use a dropout rate
f 0.2 for all experiments. For the CNN, the filter size for all
xperiments is 3. This is followed by a fully connected layer with
eLU activation function. Finally, a softmax layer with two output
nits is used to predict the positive or negative sentiment of the
weet. In all experiments, the Adam Optimizer [52] with binary
ross entropy was used. The selected hyperparameters for the
NN experiments are listed in Table 5.

.6. Experimental setup

For the ASTD-U, ASTD-B, AJGT and ArTwitter datasets, an
0% training set and 20% test set splitting was applied. The
8

dependency-based rules were not necessary for the training step.
However, they were used to evaluate the test set. The experiment
begins to train the selected deep learning models, i.e. LSTM,
BiLSTM and CNN using a training set. With respect to word
embedding, two specific methods are used: word embedding and
pre-trained word embedding. First, in word embedding, the train-
ing set is vectorized into a list of integers (vectors). Each vector
maps to a specific value in a dictionary by using Keras’s text
pre-processing library. The second embedding, i.e., pre-trained
word embedding, utilizes fastText, which is available in sev-
eral languages including Arabic [53]. Next, the dependency rules
are evaluated using a test set. Unclassified reviews from the
dependency rules are switched to the selected DNN models.

The framework performance is compared with the selected
deep learning models which are investigated individually using
the same splitting and hyperparameters setup for all datasets.
Additionally, the hybrid framework is compared with two ma-
chine learning baselines, namely logistic regression and support
vector machine. The baselines experiments are run using Term
Frequency (TF) and the Term Frequency * Inverse Document Fre-
quency (TF*IDF) weighting scheme by means of unigram. Further-
more, the performance of the proposed framework is compared
with the state-of-the-art Arabic Sentiment Analysis models.

5.7. Experimental results

The performance results of the proposed framework, deep
learning models and the baseline of the machine learning clas-
sifiers for the ASTD-U, ASTD-B, AJGT and ArTwitter test sets, are
presented in Tables 6 and 7.

In terms of evaluation metrics, the experimental results show
that the proposed hybrid framework which combines the Arabic
dependency-based rules with deep learning models

outperformed deep learning models when they are evaluated
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Fig. 3. The accuracy of the hybrid models of ASTD-U, ASTD-B, AJGT and ArTwitter.
Table 7
Summary of the evaluation results of the ArTwitter and AJGT test sets.

Approach ArTwitter AJGT

Recall Precision F1 Accuracy (%) Recall Precision F1 Accuracy (%)

Dependency-based rules 0.92 0.84 0.88 83.51 0.91 0.84 0.87 82.84

Baselines

LR (TF) 0.84 0.91 0.87 86.41 0.80 0.82 0.81 81.67
LR (TF*IDF) 0.88 0.90 0.89 87.69 0.85 0.81 0.83 83.06
SVM (TF) 0.76 0.91 0.83 82.31 0.74 0.83 0.78 79.72
SVM (TF*IDF) 0.89 0.90 0.90 88.72 0.85 0.82 0.83 83.33

Proposed
framework

LSTM Word Embedding 0.91 0.92 0.91 90.51 0.89 0.88 0.89 88.61
Hybrid 1: LSTM + Dependency-Based Rules Word
Embedding

0.94 0.95 0.95 93.84 0.92 0.88 0.90 89.72

LSTM fastText Embedding 0.93 0.91 0.92 90.51 0.89 0.81 0.85 84.16
Hybrid 1: LSTM + Dependency-Based Rules fastText
Embedding

0.95 0.92 0.94 93.33 0.92 0.83 0.87 86.67

BiLSTM Word Embedding 0.92 0.91 0.92 90.51 0.82 0.89 0.86 86.38
Hybrid 2: BiLSTM + Dependency-Based Rules Word
Embedding

0.95 0.95 0.95 93.85 0.88 0.89 0.88 88.61

BiLSTM fastText Embedding 0.95 0.89 0.92 90.51 0.85 0.85 0.85 85.55
Hybrid 2: BiLSTM +Dependency-Based Rules fastText
Embedding

0.95 0.93 0.94 93.33 0.90 0.86 0.88 87.77

CNN Word Embedding 0.88 0.94 0.91 90.25 0.86 0.85 0.86 86.11
Hybrid 3: CNN + Dependency-Based Rules Word
Embedding

0.94 0.93 0.94 93.33 0.91 0.87 0.89 88.61

CNN fastText Embedding 0.95 0.87 0.91 88.97 0.90 0.80 0.85 84.17
Hybrid 3: CNN + Dependency-Based Rules fastText
Embedding

0.95 0.92 0.94 93.08 0.93 0.83 0.87 86.94
individually. It also demonstrated improvement over baseline
machine learning methods for all datasets.

In the ASTD-U dataset, the hybrid framework achieves a sig-
ificant improvement in terms of accuracy and F1 score (86.36%
nd 0.87, respectively) over deep learning models when they
nd the baseline methods are evaluated individually. The best
erformance framework for ASTD-U is Hybrid 3 which com-
ines the CNN and dependency-based rules using word embed-
ing and fastText word embedding. For ASTD-B and ArTwitter
atasets, the best performance framework is Hybrid 2, which
ombines the BiLSTM and dependency-based rules using word
mbedding. The accuracy and F1 score for ASTD-B are 89.44%
nd 0.89, respectively, and for ArTwitter are 93.85% and 0.95,
espectively.

It is also significant that the performance of Hybrid 1, which
ombines LSTM with the dependency-based rules using word em-
edding, is the best among the other hybrid frameworks on the
9

AJGT dataset in terms of accuracy and F1 score (89.72% and 0.90,
respectively). The comparison of the hybrid frameworks in terms
of accuracy on the ASTD-U, ASTD-B, AJGT, and ArTwitter test sets
is shown in Fig. 3, which indicates that ArTwitter achieves the
best accuracy results.

To compare the DNN models used in the hybrid framework,
we used the Wilcoxon signed-ranks test [54]. This is a nonpara-
metric test that compares two classifiers with a significance level
of 0.05. Thus, we compared Hybrid 1 versus Hybrid 2, Hybrid 1
versus Hybrid 3, and Hybrid 2 versus Hybrid 3. Table 8 shows
the p-values of the hybrid classifiers that used fastText word
embedding for all datasets. As can be seen in Table 8, there is no
significant difference between the DNNs in the hybrid framework
in terms of the evaluation metrics as the 0.05 < p-values.

In terms of explainability, while the performance results per-
taining to the deep learning models speak for themselves, a
well-known shortcoming of these models relates to why a model
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Table 8
The P-values of the Wilcoxon signed-ranks test of the hybrid classifiers.
Metrics Hybrid 1 vs. Hybrid 2 Hybrid 1 vs. Hybrid 3 Hybrid 2 vs. Hybrid 3

Recall 0.9 0.9 0.9
Precision 0.71 0.32 0.32
F1 0.16 0.32 0.32
Table 9
The performance results of the state-of-art methods for all datasets.
Dataset Model Technique Accuracy (%) F1 score (%)

ASTD-U [31] Combined CNN and LSTM 77.62 –
Our best hybrid Hybrid 3 86.36 86.69

ASTD-B
[34] BiLSTM 79.25 76.83
[55] CNN 82.48 82.57
Our best hybrid Hybrid 2 89.44 89.31

ArTwitter

[34] BiLSTM 91.82 92.39
[31] Combined CNN and LSTM 88.10 –
[56] Combined LSTMs 87.27 87.28
Our best hybrid Hybrid 2 93.85 94.52

AJGT [57] KNN, LR 82 –
Our best hybrid Hybrid 1 89.72 89.81
achieves a particular prediction. However, the dependency-based
rules part of the proposed framework provides a full explanation
of a specific prediction, and this makes our framework semi
explainable.

Table 9 represents the performance results of the state-of-art
n Arabic sentiment analysis approaches. It is obvious that our
ramework has improved the performance of Arabic sentiment
nalysis as it achieved 86.36% accuracy in ASTD-U dataset, 89.44%
n ASTD-B dataset, 93.85% in ArTwitter dataset and 89.72% in AJGT
ataset. This outperforms the state-of-the-art approaches.
The error analysis of our proposed Arabic dependency-based

ules is as follows:

• A long review can trigger many rules. Consequently, an in-
correct prediction will occur. However, our framework works
perfectly in a short review.

• Some reviews have inappropriate labeling and require reanno-
tation in order to achieve the correct sentiments.

• Parsing tools have a significant impact on implementing
dependency-based rules. Thus, a reliable tool for MSA and
dialects is essential to improve the proposed framework.

• Dependency-based rules depend on the availability of the term
sentiment; however the term sentiment of the Arabic lexicon
cannot always be found to fit these rules.

• Spelling mistakes in online reviews are also a challenge be-
cause they can affect the performance of the dependency-
based rules.

.8. Ablation study

The ablation study is performed separately for the Arabic
ependency-based rules, using all the lexicons described in Sec-
ion 5.2 together. The results for the ASTD-U, ASTD-B, AJGT, and
rTwitter datasets are shown in Table 10. The table clearly shows
hat the accuracy of all rules in the ArTwitter dataset exceeds that
f the other datasets. This is possibly because the sentiment of
he terms in the selected lexicons contains more related terms or
ecause the logic behind the ArTwitter annotation is closer to our
ependency-based rules.
Exclamation clauses, superlative clauses and preposition rules

ielded high accuracy in all datasets. Furthermore, the adversa-
ive clause rule achieved the lowest performance in the ArTwitter
nd AJGT datasets, while the sentiment inversion rule and adver-
ial/adjective sub rule achieved the lowest performance in the
10
ASTD-U and ASTD-B datasets. There is no example of an adverbial
clause rule in the ArTwitter and AJGT datasets. Therefore, no
evaluation result is reported.

Table 11 illustrates some examples of classified reviews using
the Arabic dependency-based rules.

6. Conclusion

With the growth of social platforms and the development
of communication media through them, there is a considerable
amount of textual data rich in opinions and attitudes. Senti-
ment analysis is a task that helps organizations and businesses
to analyze this textual data to understand consumers’ thoughts
regarding services or products. Although many studies on Arabic
sentiment analysis are described in the literature, few of them
pay attention to word order or dependency relationships between
words, although these have an important function in detecting
the general sentiment in reviews. The hybrid framework pro-
posed in this paper combines Arabic dependency-based rules
with deep learning models. The results of our proposed frame-
work show a visible improvement in accuracy and F1 score and
also outperform the state-of-the-art in Arabic sentiment analysis.

Future work will undoubtedly help to improve this model.
The deep learning part of the hybrid framework requires the
development of a new model in conjunction with explainability
to provide trust and transparency in each prediction so that the
framework can achieve full explainability [58,59]. There is ample
room for improvement when we use the hierarchical hybrid
ensemble–based AI model and compare it to our framework.
This model employs two lexicon-based methods integrated with
a pre-trained deep learning-based model (BERT) [60]. Further
work needs to be done to extend our Arabic unimodal frame-
work, i.e., text modality, to include Arabic multimodal sentiment
analysis, which includes multiple modalities (text, audio and
visual) [61]. Another potential area of future research would
be to improve Arabic aspect-based sentiment analysis through
transfer learning [62]. Moreover, addressing the challenges posed
by the limited number of the Arabic language lexicon would have
a significant impact on improving the proposed framework. A
useful approach to address this issue could be to extend SenticNet
to include the Arabic language [63,64]. This version of SenticNet
7 [65] generalizes semantically related concepts of terms and
expressions with multiple terms into a set of primitives that are
later identified as superprimitives. The advantage of this method
is that we only need the polarity of the superprimitives instead of
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Table 10
Ablation study of all datasets.
Rule type ASTD-U accuracy (%) ASTD-B accuracy (%) ArTwitter accuracy (%) AJGT accuracy (%)

Sentiment Inversion 51.92 46.00 72.5 65.45
Adversative clause 68.75 70.00 33.33 45.45
Adverbial clause 75.00 100 – –
Exclamation clause 100 100 80.00 83.33
Superlative clause 100 100 100 100
Joint noun adjective 67.75 74.10 76.18 75.36
Preposition 96.88 93.75 100 100
Adverbial/Adjective Sub-rule 55.56 27.27 100 85.71
Other Rules 66.67 85.11 94.81 96.67
All Rules 66.79 71.68 83.51 82.84
Table 11
Examples of classified reviews using dependency-based rules.
Arabic review Translation Sentiment Rule type

Certainly, May God not deprive us of this great
blessing.

Positive Sentiment inversion

Ridiculous News. Negative Joint noun adjective
I do not understand you because you are
becoming incomprehensible.

Negative Adverbial/Adjective sub-rule

Lifting subsidies on electricity, gas, solar and
petrol is a political crime against the poor.

Negative Preposition
building a huge lexicon with polarity. Finally, these dependency-
based rules should be modified and applied across several Arabic
language dialects.
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