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Machine Intelligence Technology at DAMO
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NLP R&D at Alibaba
NLP research has made great progress from using complex sets of human rules, 
statistical natural language processing techniques to deep learning nowadays

Alibaba-DAMO-NLP:  100 employees (e.g., former tenured Professors and 
senior researchers) in 6 locations all over the world. 

Missions of Alibaba’s NLP R&D:
1. Support all the demands of NLP techniques and applications in Alibaba’s 

eco-system (new-retail, finance, logistics, entertainment etc.)
2. Enable Alibaba’s business partners with NLP solutions
3. Advance the State-of-the-Art NLP research with colleagues from both 

academia and industries 



R&D Center Singapore

An international R&D team with the focus on developing cutting edge speech 
and language processing technologies, including ASR, TTS, NLP, and MT. 

Paying special attention to the areas of multilingual speech and language 
processing, including:

– Speech recognition and synthesis of multiple languages
– NLP technology for multiple languages 
– Machine translation systems for Southeast Asian languages



AliNLP

AliNLP is a large-scale NLP platform for the entire Alibaba Eco-system. The platform covers 
major aspects of NLP such as data collecting/processing techniques and multilingual algorithms 
for lexical, syntactic, semantic, document analysis, and distributed representation of text

Used in 350+ business scenarios (Oct, 2018) with more than 1000Billion+ API calls per day. 

Some key characteristics: 
• Utilizing behavior data instead of demanding human annotations for NLP algorithms
• Utilizing multiple correlated tasks for improving effectiveness of individual tasks of the complex 

Alibaba eco-system
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Machine Translation at Alibaba
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2017- 2018 :

• Support AliExpress, 
Alibaba.com and 
Lazada. Processing 
250 billion requests in 
the whole year (60%
increase)

• Translating 20 trillion
words in the whole 
year ($2 billion if
using Google)

• In WMT’18 got No. 1 
in 5 MT tasks for 
automatic evaluation 



Machine Translation at Alibaba
Real-time Machine Translation that supports the instant communication 
Between wholesale buyer and seller.



Voice-enabled Ticket Machine at Shanghai Subway (video)



Voice-enabled Coffee-Order Machine at COSTA (video)



Target Sentiment Analysis: Extraction, Classification, and 
Sentiment-Aware Embeddings
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Target/Aspect Oriented Sentiment Analysis

• Sentiment classification at both the document and sentence (or clause) levels are 
useful, but they do not find what people liked and disliked.

• We need to go to the entity and aspect levels, or target level.

• Problems (E.g. “Apple is doing very well in this poor economy.”)

– Target extraction: identify the mentioned sentiment target in a sentence. 

• E.g. “Apple” and “economy”

– Sentiment prediction: predict the sentiment polarity over the target. 

• E.g. Positive on “Apple”, but negative on “economy”



RAM: Recurrent Attention Memory Network for Aspect 
Sentiment Prediction [EMNLP 2017]

• Task: predict sentiment polarity over an aspect
– E.g. predict sentiment over “battery” in “The battery of the laptop lasts 

quite long”.
– A classification problem, given a target and its sentence.

• Motivation:
– Single attention is usually not enough to capture complicated features, 

such as transitive sentences, and comparative sentence

– For using multiple attention, the main issue is how to make them attend 
different information, and how to combine the attended features.



RAM Model



RAM Model

• Episode update, a GRU

• Attention computation



RAM Case Studies
ü Using multiple attentions
INPUT: “Supplied software: the software comes with this 
machine is greatly welcomed compared to what windows 
comes with.”
TARGET: windows
u Two attentions

Ø Firstly attend “welcomed”, and then “compared”
Ø Combine them non-linearly, and generate a 
negative sentiment

u One attention
Ø More weight on “greatly”, make a wrong prediction

ü Multiple target in one sentence
INPUT: “
����
���	����!!!”
u For target “�”

Ø Predict a positive by attending “ability”, 
“stronger”

u For target “�”
Ø Attend “stronger” after $T$, then “than” 
before $T$
Ø Inverse sentiment of “stronger” with GRU



TNet: Transformation Networks for Target-Oriented 
Sentiment Classification [ACL 2018]

• Task: predict sentiment polarity over an aspect

• Motivation
– Attention usually attends irrelevant information
– Is there an alternative way to keep its advantage but overcome the limitation?

• Our approach
– Perform aspect specific transformation on hidden states from RNN
– Apply highway or residual like method to keep the context information of the 

original hidden state
– Using a CNN layer to extract n-gram features 



TNet Model



TST Component

• Incorporating opinion target information into 
the context word representations 

– Generate the target representation, conditioned
on a context word.

– A fully-connected layer to obtain the target
specific representation of the i-th context word



LF/AS Context Preserving

• The context information from the LSTM layer will be 
lost after TST, so we design context preserving  
mechanisms to contextualize the generated target-
specific representations of context word. 

• Lossless Forwarding

• Adaptive Scaling



Result Comparisons

TNet performs well for different kinds of UGC, such as product reviews and tweets.
– TST captures the correlation between context word and aspect term 
– CNN-based feature extractor can extract accurate features 



Case Study

[An aspect is underlined with a particular color, and its corresponding most 
informative n-gram feature captured by TNet is in the same color]

TNet



Aspect Term Extraction with History Attention and 

Selective Transformation [IJCAI 2018]

• Task: extract the target that carrying sentiment in a sentence

– E.g., “I love the operating system and preloaded software”

– A token level sequence labeling problem

• Intuition

– Aspect terms should co-occur with opinion words, according to the task definition 

of aspect sentiment analysis

– Introduce an auxiliary opinion word detection task to improve the performance of 

aspect extraction

– Model the coordinate structure, e.g. “We love the food, drinks, and atmosphere!”



The Model
Opinion summary
conditioned on t

History-aware
aspect feature at t

An auxiliary task to
predict BIO labels
of opinion words.
Its intermediate

features are
summarized as

opinion summary.



The Model: THA

• Truncated history-attention (THA): explicitly
exploit the relation between the previous 
predictions and the current prediction in RNN.

– Reduce error in predicting the current label by 
considering the B-I-O definition

– Improve the prediction accuracy for multiple 
aspects in one coordinate structure

• History-aware aspect representations:

• Aspect history:

• Importance score for each



The Model: STN

• The auxiliary task
– Predict BIO labels for opinion words to explore the

cooccurrence of aspect terms and opinion words.
– The aim is to distill the intermediate features as

opinion summary conditioned on t

• Selective transformation network (STN) to highlight opinion
features with respect to the aspect candidate at t so as to
suppress the noise.

– For “the fish is unquestionably fresh”, opinion feature
of “fresh” is useful for predicting “fish” as an aspect
term.



The Model: details

• New opinion representation
conditioned on time t

• Distilled opinion summary



Case Study: attending better opinion words

• With STN

• Without STN



Case Study: extraction results



A Unified Model for Opinion Target Extraction and Target 

Sentiment Prediction [AAAI 2019]

• Task: extract the target that carrying sentiment in a sentence, and predict the sentiment polarity

– E.g., “I love the [operating system]POS, but the [preloaded software]NEG is bad.”

– Sequence labeling problem with unified tagging scheme: 

• B-POS,I-POS,E-POS,S-POS; B-NEG,I-NEG,E-NEG,S-NEG; …

• Motivation: if two sub-tasks have strong couplings, a more integrated model is usually more 

effective than a pipeline.

• Intuition

– The unified tagging and BIO tagging have the same boundary

– The consistency of individual words’ sentiment within the same target mention



The Model

…

…

…

2. Combine the predictions of the
two networks. First, predict the BIO
and unified tags with fully-connected
layer. Then, transform the BIO
predictions into the unified tag
prediction. Finally, combine them.

3. Output tilde h that combines the
current feature and the previous feature
to maintain sentiment consistency in the
same target, with a gate function.

4. To enhance the target boundary
accuracy, we predict if there are opinion 
words appearing in the surrounding 
context of the current word.

1. Two stacked LSTM networks. The lower 
one predicts BIO tags, the upper one 
predicts the unified tags. The upper takes
hiT from the lower as input.



The Model: BG component

• Transform the BIO predictions
(softly)

• Merge the predictions

alpha is derived based on the confidence of
- for confident boundary prediction, larger alpha
- otherwise, smaller alpha



The Model: SC component

• In one multi-word target, the sentiment
polarities of words should be consistent.

• Use a gate to merge the features from the current and
the previous time steps.



Result Comparisons
• The Base model (the stacked

LSTMs) always outperforms
LSTM-unified.

• Adding BG component
(Base model + BG), the 
performances are improved a lot.

• Adding SC or OE into the 
“Base model + BG” does not 
bring in too much gains.

• But putting them together, i.e., 
“Full model”, leads to the new
state-of-the-art.



Case Study

• Stacking two LSTMs (Base model) may miss target words. E.g. Inputs 1 and 2 are lost.
• Base model+BG can solve Inputs 1 and 2, but fail for Inputs 3 and 4 since inaccurate

target prediction
• Base model and Base model +BG can still predict inconsistent sentiments within the

same target, e.g. Inputs 5 and 6.



Learning Domain-Sensitive and Sentiment-Aware Word 
Embeddings [ACL 2018]

• Task: generate domain-sensitive and sentiment-aware word embeddings 

• Sentiment-Aware: Some words, especially sentiment words, have similar 
syntactic context but opposite sentiment polarity, such as the words “good” 
and “bad”

• Domain-Sensitive: The polarity of some sentiment words varies according to 
their domain.
– E.g. “lightweight” has different polarity for Electronics and Movie



Our DSE Model

• For word w, appearing in two domains p and q:
– One domain-common vector: Uwc, two domain-specific vectors: Uwp and 
Uwq

– A latent variable: zw=1, w is common in both p and q; zw=0, w is specific 
to p or q

• Context prediction



Our DSE Model

• Sentiment prediction

• Objective Function



Case Study

[B: books, D: DVDs, E: electronics items, K: kitchen appliances] 

Term Domain p(z = 1) Sample Reviews

lightweight

B & D 0.999 - I find Seth Godin’s books incredibly lightweight. There is really nothing of any 
substance here. (B)

- I love the fact that it’s small and lightweight and fits into a tiny pocket on my 
camera case so I never lose track of it. (E)

- These are not ” lightweight” actors. (D) 

- This vacuum does a pretty good job. It is lightweight and easy to use. (K)

B & E 0.404 

B & K 0.241

D & E 0.380

D & K 0.013

E & K 0.696

die

B & E 0.435 
- I’m glad Brando lived long enough to get old and fat, and that he didn’t die
tragically young like Marilyn, JFK, or Jimi Hendrix. (B) 

- Like many others here, my CD-changer died after a couple of weeks and it 
wouldn’t read any CD. (E) 

- I had this toaster for under 3 years when I came home one day and it smoked 
and died. (K)

B & K 0.492

E & K 0.712



Open Questions

• The current researches may not be practically usable
– A small number of domains
– Small training and testing data

• Cross domain and cross lingual problems
– Thousands of domains
– Tens of languages

• UGC data is changing very rapidly, looks like this task cannot be completely
solved. 
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