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Editorial

Soft computing for recommender systems and sentiment analysis
1. Introduction

The World Wide Web is becoming a bottomless source of
nstructured data, with quintillions of bytes of data generated
aily and publicly accessible [1]. Social media, customer reviews,
nd online news articles, as well as the comments associated with
hem, are just some examples of what the Internet is producing
n terms of text data. Text data is usually not standalone like
igitalized books, but associated with a lot of information about
ser behaviors and preferences. This has led to a growing interest
n the research of social media analysis and many applications,
ncluding sentiment analysis and recommender systems. Closely
elated to the two mentioned are other tasks, such as opin-
on retrieval, opinion summarization, subjectivity classification,
arcasm/irony detection and more.
We only see a strengthening trend of the online presence of

ext data bounded with our daily activities as we migrate to the
etaverse. In such a world, sentiment analysis and recommender
ystems are really two sides of the same coin [2]: one about pas-
ively knowing about the users, the other about actively reaching
o the users. The main of sentiment analysis is to understand
he correct information from versatile expressions. The main
hallenge of recommender systems is to filter and transform busy
nline information streams into structured data that can be used
or content push decisions.

These challenges are partially due to the huge volume of text
ata and its interaction with other dimensions [3]. For example,
ocial media text data often represent implicit or explicit user
eedback, expressed in different formats, such as star ratings
nd Facebook likes, and are collected from multiple sources. The
ultifaceted information allows for the development of new tools

or recommending items according to aspects such as reputation,
rustworthiness, credibility, fame, etc. Sentiment analysis itself
nvolves many soft computing techniques, such as neural net-
orks and fuzzy sentiment dimension. These computing methods
ave provided powerful tools for decision-making in different
ields, including politics, marketing, and healthcare. Some sectors
lso provide ad-hoc functionalities like in the case of Stocktwits,
n the context of financial markets, and LinkedIn, in the context
f human resources.
In spite of the fact that the volume of text data is huge and

omplex, another important observation is that our language car-
ies ambiguity, partial truth, and imprecision. Text data bears the
ame nature, which makes it difficult to be processed with hard
omputing. For this reason, different soft computing techniques,
uch as deep neural networks and (neuro-) fuzzy logic, have

een increasingly adopted for natural language processing and
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understanding. Such techniques have gained increasing momen-
tum in the past years, with a remarkable enhancement of their
accuracy, and they have been sided by a boost in application-
specific methodologies able to emulate the cognitive processes
behind decision-making.

This Special Issue focuses on covering three scopes: (1) the
combination of soft computing and natural language processing
techniques, that is soft computing on text data, for the devel-
opment of sentiment analysis and recommender systems; (2)
the application of such sentiment analysis methods and recom-
mender systems to social media mining and knowledge repre-
sentation; and (3) reviews and surveys that summarize or com-
pare soft computing methods used for sentiment analysis and
recommender systems.

2. Contents of the special issue

We received 66 valid submissions in total for this special
issue. After several rounds of rigorous reviews and revisions, we
decided to publish 22 out of them, resulting in an acceptance rate
of circa 32%.

The collection of 22 articles has a balanced weight with 12 of
them focus on the application of recommender systems [4–14],
and 9 of them focus on the application of sentiment analysis [15–
23]. One paper ‘‘An ensemble-based hotel recommender system
using sentiment analysis and aspect categorization of hotel re-
views" [24] is really a hybrid of both applications, which uses
the result of sentiment analysis for hotel recommendation. Most
of the articles feature research contibutions, except for 2 review
papers [19,21]. Neural network models dominate the collection,
but we are glad to see a good portion of other soft computing
techniques studied, i.e., fuzzy logic [4,8,9,16,22] and heuristic
algorithms [5,7,14].

The first article, ‘‘A linguistic multi-criteria decision making
methodology for the evaluation of tourist services considering
customer opinion value", by bueno et al. [25], presents employ
different decision-making techniques for ranking hotels based
on customer’s reviews. The relevance of each user’s comments
are evaluated using three criteria: recency, frequency and help-
fulness. The information about the user is collected on social
networks and aggregated by means of a novel 2-tuple, multi
granular, fuzzy linguistic approach. Finally, the method is eval-
uated through a case study, using reviews and metadata from
Tripadvisor.

In the article ‘‘Predicting political sentiments of voters from

Twitter in multi-party contexts", by Khatua et al. [15] employ
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‘mix-tweeting" patterns to learn voters’ political leaning in a con-
ext where more than one party are mentioned. From a method-
logical standpoint, authors employ multi-nomial logit regression
o test the hypothesized causal relation between ‘‘mix-tweeting"
atterns and the political leaning of users, and neural network-
ased algorithms to predict political leaning.
In ‘‘A T1OWA and aspect-based model for customizing recom-

endations on eCommerce", Serrano-Guerrero et al. [4] propose
novel fuzzy aspect-based sentiment analysis approach to rank
roducts based on the perspective of both the user who wrote the
eview and the recommendations’ recipient. To this aim, authors
mploy a T1OWA-based mechanism to characterize the user pro-
ile, capturing the influence of positive and negative opinions on
he user, a mechanism for determining their preferences, and a
ariation coefficient method for weighting the importance of the
spects of the product reviews.
‘‘A metric for Filter Bubble measurement in recommender

lgorithms considering the news domain", by Lunardi et al. [5],
roposed a KNN item-based recommendation with diversification
pproach for mitigating the filter bubble effect in recommenda-
ion systems. The effects of such an environment are tested in
he users’ exposition to fake news in the Brazilian presidential
lection of 2018.
Gang Sun et al. [6], in ‘‘Attention distribution guided infor-

ation transfer networks for recommendation in practice", study
he problem of User to Item (U2I) reviews in real-world settings,
.e., to extract user preferences together with their related item
ttributes from review texts. To do this, they propose a novel
ethod, called ADGITIN, that learns two attention distributions,
ne over user reviews and one over item reviews, by auxiliary
asks. These two distributions are used to guide the learning of
ttention distributions between user reviews and item reviews
f the main model.
The work by Bansal and Baliyan [7], ‘‘Bi-MARS: A Bi-clustering

ased Memetic Algorithm for Recommender Systems", discusses
novel Bi-clustering based Memetic Algorithm for Recommender
ystems (Bi-MARS) based on the collaborative behavior of memes
o discover the precise and localized neighborhood of the target
ser. Finally, the authors improve the similarity results among
eighbors proposing a novel method for local search.
In the article ‘‘A product ranking method combining the

eatures–opinion pairs mining and interval-valued Pythagorean
uzzy sets" Fu et al. [8] develop a ranking method that blends fea-
ures opinion pairs mining and interval-valued pythagoric fuzzy
IVPF) sets to mine opinions from online reviews that are relevant
or both consumers and producers. First, the authors extract the
eature–opinion terms using two deep learning models. Second,
hey employ sentiment analysis to get the consumers’ opinions.
inally, they use operators and operations derived from IVPF
nformation to rank the products.

Camada et al. [16], in ‘‘Computational model for identifying
tereotyped behaviors and determining the activation level of
seudo-autistic" proposed a method for autism diagnosis through
he presence of stereotyped behaviors (SBs). The method is not
imited to SBs detection but also intends to infer its activation
evel, to better suggest some therapeutic approaches. The authors
mploy classical machine learning approaches to recognize SBs,
nd propose a low intrusiveness model to infer activation levels
rom recognized SBs. Finally, the authors propose a metric to
valuate the performance of machine learning models based on
he time needed to classify the SBs.

In ‘‘A fuzzy matrix factor recommendation method with for-
etting function and user features", Chen et al. [9] develop a new
ecommendation model based on fuzzy matrix decomposition
nd trace norm minimization. The authors add a forget function

o historical scores to make the algorithm more efficient; then, a
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user score is used to extract valuable suggestions. The conver-
gence of the proposed algorithm is demonstrated theoretically
and an extensive set of experiments is performed on synthetic
and real-world datasets.

In ‘‘An ensemble-based hotel recommender system using sen-
timent analysis and aspect categorization of hotel reviews", by
Ray et al. [24], aspect-based based categorization of customer
reviews and sentiment analysis are used to provide hotel recom-
mendations with a high degree of personalization by users. To
this aim, the authors employ a mixture of two models: a random
forest with word embeddings as input features and an ensemble
of BERT models. Then, reviews are categorized through fuzzy logic
by several aspects. Eventually, an appropriate hotel, along with
their reviews, is provided to the user based on his query.

Dezfouli et al. [10], in ‘‘Deep neural review text interaction for
recommendation systems", present a novel recommender system,
named MatchPyramid Recommender System (MPRSU), which
computes a matching score for each user-item pair based on the
text of the user’s reviews and item description, respectively. The
matching score is computed by feeding a Convolutional Neural
Network (CNN) with a matching matrix composed of the cosine
similarity of the vector representation of all the words in the two
texts.

In ‘‘Analyzing the effectiveness of semi-supervised learning
approaches for opinion spam classification", Ligthart et al. [17]
studied the detection of opinion spam when labeled data is lim-
ited. The proposed self-training algorithm with Naive Bayes as the
base classifier is less costly but yields a quite high accuracy of 93%.

In ‘‘Syntax-type-aware graph convolutional networks for natu-
ral language understanding", Du et al. [18] explored a new way of
using syntactic information for Aspect-Based Sentiment Analysis
(ABSA). The model encodes word dependency with gated Graph
Convolutional Network (GCN) and can well incorporate BERT
representations.

‘‘User trustworthiness in online social networks: A systematic
review" [19] is a survey article that focuses on the emerging
challenges of anonymous attackers and malicious users on social
media. The review analyzes eight years of research on solutions
such as anti-spam protection, fake news detection, and rating the
truthfulness of user-generated content.

‘‘Stock trading rule discovery with double deep Q-network"
[11] presents an end-to-end Double DQN model for financial
time series analysis and the stock recommendation problem. The
reinforcement learning-based model also takes into account the
transaction cost in both training and testing phases.

In ‘‘Hybrid attention-based Long Short-Term Memory network
for sarcasm identification", Pandey et al. [20] extend the attention
mechanism for LSTM from a single type to a blend of many,
handling different linguistic features. This new model improves
the state-of-the-art models for sarcasm identification, which is
an important component of the sentiment analysis suitcase [26].

Next, ‘‘Deep learning and multilingual sentiment analysis on
social media data: An overview" by [21] surveys twenty-four
research papers on multilingual sentiment analysis in the recent
three years. The main observation is that the backbone model —
comprising word embeddings, a feature extractor, and a classifier
— is unable to maintain state-of-the-art results for more complex
scenarios.

In ‘‘Building a fuzzy sentiment dimension for multidimen-
sional analysis in social networks", Guti at al. [22] propose fuzzy
logic-based sentiment analysis as a dimension of social network
representation. As such, sentiment can be analyzed together with
other dimensions, i.e., date and context, to provide good flexibility
and supervision-free results.

In ‘‘Topic-level sentiment analysis of social media data using

deep learning", Pathak et al. [23] described a method that can
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erform sentiment analysis at topic-level on streaming data. The
ethod uses online latent semantic indexing to dynamically ex-

ract topics from the streaming data. Meanwhile, LSTM is used
ith a topic-level attention mechanism to classify the final sen-
iment result. The model is easy to scale up and does not need
e-training when the topic distribution changes.

Collaborative filtering is probably the most widely-used frame-
ork for recommender systems. Neural networks can be used to
odel the features of users and items, as well as the user-item

nteraction information. We have two papers aiming at improving
he network designs, i.e., ‘‘Collaborative filtering via factorized
eural networks" and ‘‘Collaborative filtering via heterogeneous
eural networks". The first paper proposes factorized neural
etwork model (FNN) to significantly reduce the parameters
equired for deep learning-based collaborative filtering [12]; the
econd paper designs a network-in-network architecture with
lobal layers and local neural blocks [13].
Finally, ‘‘Group article recommendation based on ER rule in

cientific Social Networks" [14] developed a model for research
rticle recommendation for scientific communities. After individ-
al recommendations are made, a graph is built based on the
vidential reasoning (ER) rule to assist group aggregation. This
ethod would lead to better communication and information
issemination on social platforms.
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